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1 Introduction

In this guide, we will show you the four methods of using System Center 2012 R2 Operations Manager
(SCOM 2012 R2) to check the health status of a system monitored by SuperDoctor 5%, You can use
SCOM 2012 to monitor SD5 by checking event logs, SNMP GET or SNMP trap, allowing you to choose the
method that suits your needs.

2 Prerequisites

2.1 Managed Systems - SD5

To install SuperDoctor 5%, please refer to “Chapter 2 Setting Up SD5” in SuperDoctor 5 User's Guide for
details. To quickly install SD5 to multiple systems, see “2.1.4 Tips for Deploying a Large Number of SD5s”
in SuperDoctor 5 User's Guide.

2.2 Management Server - SCOM 2012 R2

To install SCOM 2012 R2, refer to Microsoft’'s website at https://technet.microsoft.com/en-
us/library/hh205987.aspx for more information.
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3 Creating an NT Event Rule to Monitor
SD5

The example below illustrates the use of SCOM 2012 to check a managed system’s event log that was
written by SD5 when a monitored item was triggered or recovered. In this example, two conditions must
be met,

o The SD5 event log function must be enabled. You have to configure the SD5 notification methods in
advance. See 4.5.1 Alert Configuration in SuperDoctor 5 User's Guide for more information.
o The Windows computer with SD5 must be discovered/managed by SCOM 2012.

If the above conditions are met, follow these steps:
Step 1: In the Operations Console, click the Authoring Tab.

Step 2: Go to Management Pack Objects > Rules. Right-click Rules and select Create a new rule.

Authoring < Rules (54)
4 ..Z‘ Autharing Management pack objects are now scope
> (%) Management Pack Templates Mame
$ Distributed Applicatiors 4 Type: Windows Server 2012 Operating 5y
3 Groups = Memory % Committed Bytes in Use
AL METEEENE R EE Pages Qutput Per Second
i=| Attributes
Reserved
_) Maonitors

I ) Disk can not be read
F ject Discoveries
0 Duplicate IP Address has been Detect:

i} ) ) 0 |

B Cverrides
=] Rules System Cache Resident Bytes
| Service Level Tracking =] Create a new rule...
f: Tasks ', Refresh F5 E
[#] Views 1= ASoftware Update Installation Failed
|i=| Total Processor Information % Interry
=] Collection Rule for Software Updates
=] NTFS - Delayed Write Lost
Add Monitoring Wizard... < T “m
Mew Distributed Application... Rule details:
New Group...
@ Select a rule above to view details|
. Menitoring

_fr Authoring

Step 3: In the Rule Type section, select NT Event Log (Alert) and click New to create a custom SD5
management pack.
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g Select a Rule Type

Select the type of rule to create

Bl Alett Generating Rules
(=i Event Based
] Genenc CSV Text Log (Alert)
|| Generic Text Log (Nert)
=] Snmp Trep (Aert)
|| Syslog (Alert)
L.2] UNI¥/Linux Shell Command {Alert)

|>

Event Based
Pefomance Based
Probe Based
=5 Timed Commands =
2] Execute 3 Command

Description: Generate an alertin response to Windows events

Management pack

Select destination management pack:
<Select Managemert Pack> v|[hem ]

<Provious | [ Ned> |[ Create | [ Camed |

Step 4: Type the name, version and description. Click Next to continue.

] Create Rule Wizard lil

General Properties

General Properties

Knowledge

Pack General Properti

D
[sD1Log |

Name
[5D510g |

Version
1000 For example, 1.0.0.0

Description
SD5 Log Test |

<Prevous | [ Net> | [ Crste | [ Cancel |

)

Step 5: Click Create to start creating the management pack and return to the Create Rule Wizard.
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Create Rule Wizard

[CM.BI MNed >

[ ceste |[ comes |

Step 6: In the General section, input the rule name and click Select to set up the Rule target.

E Rule Name and Description

Event Log Type

Configure Alerts

Build Event Expression

Rule name:

Select rule name, description and target

SD5 Log Rule

Description (optional)

Management Pack:
Rule Category:

Rule target

SD5Log

et

| [seent |

[Vl Ruleis enabled

< Previous H Nex >

| [ Create | [ Caneel |

Step 7: Find “Windows Server 2012 Operating System” and click OK. Note that if you cannot find the
target, go to the Microsoft Download Center https://www.microsoft.com/en-us/download/ to find
“System Center Management Pack for Windows Server Operating System”, then import it into your

SCOM 2012.
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Select the class, group, or object that you want to target from the list below. You can also filter or sort the list to make
items easier to find.

Lock for:

|Senlef 2012 ope | Clear
@) View common targets

O View all targets

Target M Management Pack Description
[ ‘Windows Server 2012 Opera Windows Server Operating S All instances of the Windows Server 2012 operating system]

53 total Targets, 1 visible, 1 selected

Step 8: Select the type of event log. Application is selected by default and click Next.

E Event Log Name

Rule Type @ Help
General
Specify the event log to read the events from
Event Log Type
B . Specify an event log name to read events from. You can browse to a computer to view and select from
Build Event Expression available event logs.
Configure Alerts
Log name:
|L]

<Previos | [ MNe» || Ceaste || Cancd |

Step 9: In the Value fields, type 4096 for Event ID and SD5 for Event Source. Click Next to continue.
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E Build Event Expression

Rule Type DED
General
Filter one or more events
Event Log Type -
R Build the expression to filter ane or mare events:
Configure Alerts e insert |+| Delete X | Formula e
Parameter Name Cperator Value
3 AND group (all of these are true)
Evert ID Equals 4096
3 Event Source Equals SD5 -]
<Previous | [ MNew» || Crate | [ Conce |

Step 10: Click Create to start creating a rule for SD5. The dialog box will close.

]
E Configure Alerts

Rule Type @ Help

General
Specify the information that will be generated by the alert

Event Log Type S EEEEE—

Ewild Event Expression Alert name: Priority:

Configure Alerts J [Medun v]
Alert description: Severity:
[Evet Descrntion: SDatalDefouk ="} Evert Descistions ] [emes v

Custom aler fields... | [ Atertsuppression.. |

<Provious | hes:s | [ Ceste | [ Coneel

Step 11: In the Operations Console, click the Monitoring Tab and go to Monitoring > Active Alerts. In
the figure below, you can see that a hard disk error (\\.\PHYSICALDRIVE 0 is Unavailable) occurred on

the managed system (Slave.TEST.SSM).
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S Task Status
UNIX/Linux Computers.
Windows Computers.
&[4 Agentless Exception Manitoring
&> g Application Monitoring
i ['g DataWarehouse
& g Microsoft Audit Collection Serviees
4 (g Microsoft Windovs Cliert
Logical Disk State
Network Adapter State
[5 Operating System Performance
s Task Status
Windows Client State
- g HealthMonitaring
b ['d Performance

Microsoft Windows Server

a4

<
Show or Hide Views...

HNew View »

Bl Wonitoring
A Authoring
{5 Reporting
4 Administration

My Workspace

Monitoring < Active Alerts (2)
4 |H Monitoring A Q Lookfor: Find Now Clear
2 leon Source v @ Name
EET=Eiim=riEy 4 Severity: Critical (1)
Distributed Applications

Resolution State  Created

Age
[@ Microsoft Windows Server 2012 R2 Datacenter 5D3 Log Rule New 5/13/2013 1:47:51 AM < 1 Minute
4 Severity: Wamning (1)
SCOM.TEST.55M Operations Manager Failed to Access the Wi... Mew 5/13/2015 1:21:06 AM 27 Minutes

<[

Alert Details

& 505 Log Rule

'ld Microsoft Windows Server 2012 R2 Datacenter

Source:

Full Path Name:

Alert Rule: SDS Log Rule
Created: /13/2015 1:47:51 AM
Knowledge:

No knowledge was available for this alert,

Slave. TEST.55M\Microsoft Windows Server 2012 R2 Datacenter I

Alert Description

Event DESCHDI\UH:IZN 5-05-13,01:47:51, UNKNOWN,

PHYSICALDRIVED [) is Unavailable”

N

View additional knowledge...
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4 Creating an SNMP Probe Monitor for
SD5

The example below illustrates the use of SCOM 2012 to probe a managed system’s SNMP OID value.
The value changes when a health-monitored item is triggered or recovered. In this example, two
conditions must be met:

o SD5 must be set up with the SD5 SNMP extensions configured in advance. See 5 SNMP Extension in
SuperDoctor 5 User's Guide for more information.
o SNMP device SD5 must be discovered/managed by SCOM 2012.

If the conditions above are met, follow these steps:

Step 1: In the Operations Console, click the Authoring Tab.

Step 2: Go to Management Pack Objects > Monitors. Right-click Monitors and select Create a Monitor
> Unit Monitor.

Authoring <  Monitors

QTCP Fort ~ -{ Look for:
Q UM¥Linux Log File Maonitoting

Q UMIHLinux Pracess Monitaring

[ wieb Application Availability Monitoring
QWebAppIicationTransaction M onitoring
@WindowsSer\tice

Target
» (Obsolete) Router Processor (Foundry)
» .MET 3-Tier Application
» MET Application Component

$ Distributed Applictions * .MET Application Component Group
£ Groups ».MET Application Monitoring Agent
Fl f;' tanagement Pack Objeds > .MET Function Transaction (Windows Service)
ﬂ Attributes » .MET Function Transaction Role (Windows Service)
) Monitors hIET 1Andnus Service
._m Ohject Discove| ) Create a Monitor _>| ) Unit Monitor...
B Overrides i Refresh F3 %4  Dependency Rollup Monitar...
|| Rules @ se &Y Aggregate Rollup Monitor..,
| Service Level Tracking
F: Tasks
_/J‘I s

Step 3: The Create a unit monitor wizard shows up. Go to SNMP > Probe Based Detection > Simple
Event Detection > SNMP Probe Monitor and select All SNMP Events Collection as destination
management pack. Note that “All SNMP Events Collection” is predefined. Alternatively, you can click
New to create a custom management pack.
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Select a Monitor Type

Mnitor Type

General
Select the type of monitor to create

Build First Expression E‘ gg’\:&’be Bosed Detaction

Second SnmpProbe 245 Simple Event Detection
{2 SNMP Frobe Monitor

-] Trap Based Detection

] WM Peformance Courters

1 Log Fies

5] Windows Events

] Windows Services

] Windows Performance Counters

[ Scripting

5] WM Everts

First StmpProbe

Build Second Expression

Configure Health
Configure Alerts

Descripfion:  Two-state monitor, with a separate SNMP probe seiting each state

Management pack

Select destination management pack
All SNMP Events Colection v [ New.. |

<Frevious | [ Nets || Cesie | [ Caned ]

Step 4: In the General section, click Select.

General Properties

Monitor Type
General
First SnmpFrobe
Specify iption for the monitor
Build First Expression
Name:
Second SnmpProbe I
Build Second Expression D
Configure Health "
Canfigure Alerts
v
Management pack: Al SHMP Events Collection
Monitor target
| ==
Parent monitor:
[ v
¥ Menitor is enabled
<Previous || Net> || Create | [ Cancel |

Step 5: A Select Items to Target dialog box pops up.
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Select Items to Target -

Select the class, group, or ebject that you want to target from the list below. You can also filter er sort the list to make
items easier to find.

i [ [ ciear

) View common targets
View all targets

Target Management Pack Description ~
NET Application Monitoring Cperations Manager APM Inf JNET Application Monitoring Agent

Activated APM Agent Operations Manager APM Inf Activated APM Agent E
AdvisorConnector Class Microsoft System Center Adv

Agent System Center Core Library  All System Center Agents.

Client-Side Monitoring Age Operations Manager APM Inf Client-Side Monitaring Agent

Cluster Disk Windows Server Cluster Disk Cluster Disks on failover clusters (Windows Server 2008 ar
Cluster Shared Volume ‘Windows Server Cluster Disk Cluster Shared Volumes on failover clusters (Windows Ser
Collection Server System Center Care Library  This class represents an Collection Management Server,
Computer System Library Defines the basic properties of all computers, such as a W
Computer Network Adapter Windows Core Library

Computer Network Adapter UNIX/Linux Core Library All UNIX/Linux Computer Network Adapters

Data Access Service System Center Operations M System Center Data Access Service

Data Warehouse Connectio  Data Warehouse Library All Management Servers capable of sending data to the §
Gateway System Center Core Library  Properties of a gateway management server

Health Service System Center Core Library  This type represents the System Center Health Service.

115 Hosted WCF Web Service Operations Manager APK W 115 Hosted WCF Web Service Endpoint
Management Configuration System Center Operations M System Center Management Configuration Service applic v
< mn >

93 total Targets, 93 visible, 0 selected

Step 6: Look for the Node Type, select to View all targets and click OK to continue.

Select Items to Target -

Select the class, group, or obieot thal you want to taget from the list below. You oan alsa fiter or soit the list to make
items easier la find

Lok for.

Node [ Clear

() Wiew common targets

®) Yiew &l targets
Target M Management Pack Description
Mode Network Management Librar This class represents the netwaork device

1078 total Targets, 1 visible, 1 selected

[ hen |[ ok ][ Concel |

Step 7: Enter the Name of the monitor you are creating and click Next to continue.
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General properties

Mame:

Specify the name and description for the monitar you are creating.

505 - Built-in Sensar Health

Description [optional]:

Management pack;

Monitor target:

All SHMP Events Caolletion

Mode

| | Select...

Farent monitor:

| Avvailabilty

Monitar iz enabled

Step 8: In the First SnmpProbe section, enter .1.3.6.1.4.1.10876.2.2" for the Object Identifier and click

Next to continue.

Frequency

Object |dentifier Properties

25 | Minutes

Object |dentifier

J13E61.41.10876.2.2

- I

Step 9: In the Build First Expression section of the Create a unit monitor wizard,

1) Click the Insert button to add

2)  Enter SnmpVarBinds/SnmpVarBind[OID=".1.3.6.1.4.1.10876.2.2"]/Value to the Parameter

Name field.

a new row.

3) Click Does not equal in the Operator field.

4)  Enter 0 to the Value field.
5) Click Next to continue.

Filter one or more events

Parameter Name

Build the expression to filter one ar more events:

Operator

» Shmph arBinds/SnmpWarBin..  Does not equal

Eﬂilnsert v| Delete 3| Formula

W alue

£ -]

! This specifies the all-in-one health status of built-in sensors monitored by SD5.
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Step 10: In the Second ShnmpProbe section, enter .1.3.6.1.4.1.10876.2.2 for the Object Identifier and
click Next to continue.

Frequency 25 | Minutes v

Object |dentifier Properties

Object [dentifier
1.361.41.10876.22

-

Step 11: In the Build Second Expression section,

1) Click Insert to add a new row.

2)  Enter SnmpVarBinds/SnmpVarBind[OID=".1.3.6.1.4.1.10876.2.2"]/Value in the Parameter
Name field.

3) Click Equals in the Operator field.

4)  Enter 0 in the Value field.

5) Click Next to continue.

Filter one or more events

Build the expression to fiter ohe or more events:

oF Insert |v| Delete | Formula

Parameter Mame Operator Yalue
3 | ‘I.3.8.1.4.1.1DB?B.2.2"]NaIue| Equals ]

Step 12: In the Configure Health section, change the Operational State and Health State (see the figure

below) and click Next to continue.

Map monitor conditions to health states

Specify what health state should be generated for each of the conditionz that thiz monitor will detect:

Manitor Condition Operational State Health State
Second Probe Raised | Built-in Senszors are QK. @ Healthy
» Firzt Probe R aized Built-in Senzors contain Critical. @ Critic:al

Step 13: In the Configure Alerts section,

1) Select Generate alerts for this monitor.
2)  Use the drop-down list to select The monitor is in a critical health state.

3)  Click Create to continue.
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Alert settings

Generate alerts for this monitor

Generate an alart when:

| The manitor is in a critical health state W

Automatically resolve the alert when the monitor returnzs to a healthy state

Alert properties

Alert name: Pricrity:
505 - Buitin Sensor Health | [ Medium v]
Alert description: Severity:

Fleaze zee the alert context for details. El

Step 14: In the Operations Console, click the Monitoring Tab and go to Network Monitoring > Active
Alerts. In the figure below, you can see that the managed system (10.134.14.32) is in a critical state.

Monitoring < Active Alerts (1)

> g Microsoft Audit Collection Sendoes ~ | Look for: | Find Mow Clear
> g MicrosoftWindows Cliert

. Source ) Mame Resolution State  Created fige

> L g Microsoft\Windaws Sener 4 Severity: Critical (1)

# (i NetworkMonitomg lé 101341432 SD3 - Built-in Sensor Health Mewny A429/2015 4:35:15 Ak A Minutes
|| active Alerts =
2] Hosts
22| HSRP Groups
22| Legacy Network Devices
E2E| Metwork Devices
Metwork Summary Dashb oard
| Routers
22| Swiitches

= Alert Details v
2] WLANS
- |4 Petformance = - .
‘!;9‘ SD5 - Built-in Sensor Health Alert Description
4 (g Operations Manager
[B] Active Alerts BT 4 10.134.14.32 Please see the alert context for details.
j Management Group Diagram Full Path Name: 10.134.14.32
Management Group Health o Alert Monitor: 4 5D5 - Built-in Sensor Health
< i S Created: 4/29/2015 4:55:15 AM

Step 15: Go to Network Monitoring > Hosts. In the figure below, you can see the managed systems
(10.134.14.32,10.134.12.13, and 10.134.14.36) are healthy.
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Monitoring <
> 4 Application Monftoring ~
7 Dataarehouse

A Microsoft Sudit Collection Senices
A MicrosoftWindaws Client
g MicrasoftWindows Sener

7 Netwark Manitaring
|| Active Alerts
[iE¥] Hosts
i HSRP Groups
iE| Legacy Network Devices
£2E| Metwork Devices
E Metwork Summary Dashboard
1| Routers
E2E| Swiitches
[EEE] LA
2 Performance

4 (g Operations Manager
|| Active Alerts v
< 11} >

Hosts (3)

A Lookfar: |

Find Mow

State

(@) Healthy
(@) Healthy
(@) Healthy

Detail View

(%) Maintenan... Marne
10.134.14.32
10134.12.13

101341436

L_@ Host properties of 10.134.14.32

Display Name

Full Path Name
At
Certification
Description

cess Mode

10.134.14.32
10.134.14.32
SNMPONLY
CERTIFIED

Linux softlab3 2.6.18-:

Location
Unknown
Unknown {edit fetc/snm...

Unknown (edit fetc/snm...

Clear
Model
Met-SNMP Age..,

SMMP Agent Address
10.134.14.32
10.134.12.13

Met-SHNMP Lge... 101341436

2l5 #1 SMP Sun Dec 19 14:22:44 EST 2010 xB6 64

Wendor
LIML

LIML

Step 16: Double-click one of the selected hosts and a Health Explorer dialog box pops up. Click Close to

show

all monitors.

¥
Reset Health
Health monitors for 10.134.14.32
Scopeis only unhealthy child monitors,

(&) EntityHealth - 10.134.14.32 [Objed)

Recalculate Health |7 Filter Monitars | Refresh

Properties I@lHeIp

Health Explorer for 10.134.14.32

Creerrides

® Knowledge | state Change Events

Step 17: Go to Entity Health > Availability > SD5 - Built-in Sensor Health in the left pane. All state
change events for SD5 - Built-in Sensor Health are shown on the State Change Events tab in the right

pane.

Health monitars for 10.134.14,32

(@) Reset Health = Recalculate Health 7 Filter Monitors (3 Refresh [~ Properties @) Help

= Overrides +

4 (J) EntityHealth- 10,134.14.32 (Obied)
4 (J) Auvailability- 10.134.14.32 (Objec)
» (@) Metwork Device Responsiveness - 10.134,14,32 ibade)
@ SD5- Built-in Sensor Health - 10.134.14.32 [Node)
O configuration- 10,134,143 (O bjecy
> () Performance - 10.134.14.32 (Objech
O security- 10.134,14,32 [Object)

Knowleage | State Change Events (8 |

Health Explorer for 10.134.14.32

Time From
4/25/2015 5:02 &M
4/25/2015 455 AM
4/25/2015 4:50 4
4/25/2015 441 AM
4/25/2015 4:40 &M
4/25/2015 4:40 A

OOBOeB

Details

Context:
Source
Destination
Version
ErrorCode

Object Tdentifier
.1.3.6.1.4.1,10676.2.2

To

[Syntax
[integer

Operational State

@ Built-in Sensors are OK.
[} Built-in Sensors cantain Critical.
@ Built-in Sensors are OK.
@ Built-in Sensors are OK,
(<] Built-in Sensors contain Critical.
@ Built-in Sensors are OK.
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5 Creating an SNMP Trap Monitor for SD5

The example below illustrates the use of SCOM 2012 to probe a managed system’s SNMP trap that has
changed when a health-monitored item is triggered or recovered. In this example, three conditions must
be met,

o SD5 SNMP trap function must be enabled. You have to configure SD5 notification methods in
advance. See 4.5.1 Alert Configuration in SuperDoctor 5 User's Guide for more information.

o SD5 must be set up with SD5 SNMP extensions configured in advance. See 5 SNMP Extension in
SuperDoctor 5 User's Guide for more information. Note that this condition is for SD5 to be
discovered as an SNMP device.

o SNMP device SD5 must be discovered/managed by SCOM 2012.

If the above conditions are met, follow these steps:
Step 1: In the Operations Console, click the Authoring Tab.

Step 2: Go to Management Pack Objects > Monitors. Right-click Monitors and select Create a Monitor
> Unit Monitor.

Authoring <  Monitors

_éTCP Fart ~ & Look for:
_a UMIHLinux Log File Maonitoting

Target
@ UNILinux Process Monitoring

_,5 ‘Web Application &wvailability Moniboring
—Q ‘Web Application Transaction Monitaoring

» (Obsolete) Router Processor (Foundry)
» .MET 3-Tier Application

".‘:tﬁ Wi Samits * MET Application Component

$ Distributed Applictions > .MET Application Component Group

£ Groups ».MET Application Monitoring Agent
4 fj fanagement Pack Objeds > .MET Function Transaction (Windows Service)
g Attributes * MET Function Transaction Role (Windows Service)
_) Monitors BIET Mtindnws Service
i3 Object Discove| ) Create a Monitor _'| _ Unit Manitar..,
B Overrides (i Refresh Fa 4 Dependency Rollup Monitar...
[5| Rules @ se 5 Agaregate Rollup Manitar..,
|t Service Level Tracking
L=: Tasks
__/)‘] Wiews

Step 3: The Create a unit monitor wizard is shown below. Go to SNMP > Trap Based Detection > Simple
Trap Detection > SNMP Trap Monitor and select SD5 SNMP Trap Collection as the destination
management pack. Note that “SD5 SNMP Trap Collection” is predefined. Alternatively you can create a
custom management pack by clicking New.

Supermicro Server Monitoring with SuperDoctor 5 and SCOM2012



L]

‘ ' Select a Monitor Type

Maritor Type:

General
First SnmpTrapProvider
Build First Expression
Second SnmpTrapProvider
Build Second Expression
Configure Hezlth
Configure Alerts

Select the type of monitor to create

= SNMP
: {71 Probe Based Detedtion
i E-{ Trap Based Detection

4= Simple Trap Detection
¥ @] SHMP Trap Monitor]

{71 WMI Perfomance Counters
.07 Log Fies

-] Windows Events

5 Windows Services

{71 Windows Performance: Counters
L] Scrpting

.07 WM Events

Description:

Two-state montor, with a separate SNMP trap setting each state

Management pack

Select destination management pack:

SD5 SNMP Trap Collection

<prevous | [ Net> || create

Step 4: In the General section, click Select. The Select Items to Target dialog box pops up.

General Properties

Moniter Type
General

First SnmpProbe

Build First Expression
Second SnmpFrobe
Build Second Expression
Configure Health
Corfigure Alerts

Specify the

General properties

for the monitor

Description (optional)

Management pack:

Al SNMP Events Collection

Monitor target
| ==
Parent monitor:
[ v
¥ Monitoris enabled
<Previous || Nea> || Ceste | [ Cancel |

Step 5: In the Look for field, type “Node”, select to View all targets and click OK to continue.
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Select the class. group. or object that pou want to target from the list below. “You can also fiker or sort the list to make
items easisr to find

Look for

|Nuda ‘ Clear

O View common targets
(®) View all targets

Target v Management Pack Description

[ Mode Metwork Managemert Librar This dass represents the network device

1078 tatal Targets, 1 visible, 1 selected

‘ Help H aK || Cancel | |

Step 6: Enter the Name of the monitor you are creating and click Next to continue.

@

@ General Properties

Menitor Type: @ Help
General
General properties
First SnmpTrapProvider
Specify the. d d for the monitor
Build First Expression
Name:
Second SnmpTrapProvider [0 Fan Pl
Build Second Ex
- ne Bepression Description (optional):
Configure Health .
Configure Alerts
o
Management pack: SD5 SNMP Event
Menitor target.
Node ] [ select..
Parent monitor.
[fvailability v
[¥] Menitor is enabled
<Povious | [ MNed> || Ceste | [ Cancel |

Step 7: In the First SnmpTrapProvider step, enter .1.3.6.1.4.1.10876.100.3.0.103° for the Object
Identifier and click Next to continue.

2 This means that the fan is critical.
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®

' F ' Configure the trap OIDs to collect

Object Identifier Properties

Object idertfier
136.1.4.1.10876.100.3.0.103)

‘Second SnmpTrapProvider

Build Second Expression
Configure Health

Configure Alerts

<Previoss | [ Net> || ceste | [ Cancel |

Step 8: In the Build First Expression section,

1) Click Insert to add a new row.

2)  Enter SnmpVarBinds/SnmpVarBind[OID=".1.3.6.1.4.1.10876.100.3.0.103"]/Value in the
Parameter Name field.

3) Click Contains in the Operator field.

4)  Enter CRITICAL in the Value field.

5) Click Next to continue.

Filter one or more events

Build the expression to filter one or more events:

!ﬂi Insert |V| Delete }(| Fermula

Parameter Mame Operator Walue
» SnmpVarBinds/SnmpVarBin... Contains CRITICAL

Step 9: In the Second SnmpTrapProvider section, enter .1.3.6.1.4.1.10876.100.3.0.101° as the Object
Identifier and click Next to continue.

T T T T TP T Iy

First SnmpTrapProvider

Object |dentifier
1.36.1.41.10876.100.3.0101

Build First Expression

Second SnmpTrapProvider

Build Second Expression

Step 10: In the Build Second Expression section,

% This means the fan is OK.
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1) Click Insert to add a new row.

2)  Enter SnmpVarBinds/SnmpVarBind[OID=".1.3.6.1.4.1.10876. 100.3.0.101"]/Value in the

Parameter Name field.
3) Click Contains in the Operator field.
4)  Enter OKin the Value field.
5) Click Next to continue.

Filter one or more events

Build the expression to filter one or more events:

Parameter Name Operator
b SnmpVarBinds/SnmpVarBin... Contains

E:',ZIInsert ~| Delete | Formula

Value

| L]

Step 11: In the Configure Health section , change the Operational State and Health State as shown

below and click Next to continue.

Map monitor conditions to health states

Specify what health state should be generated for each of the conditions that this monitor will detect:

Manitor Condition Operational State
First Trap Raised

3 Second Trap Raised |Fans are OK

Fans contain Critical

Health State
&4 Critical
@) Healthy

Step 12: In the Configure Alerts section,

1) Select Generate alerts for this monitor.

2)  Use the drop-down list to select The monitor is in a critical health state.

3)  Click Create to continue.
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Alert settings

Generate alerts for this monitor

Generate an alert when:

|The monitor is in a critical health state v

Automatically resolve the alert when the monitor returns to a healthy state

Alert properties

Alert name: Priority:

5D5 - Fan Health | | Medium v
Alert description: Severity:

Please see the alert context for details. EI |Critica| " |

Step 13: In the Operations Console, click the Monitoring tab and go to Network Monitoring > Active
Alerts. In the figure below, you can see the managed system (10.134.14.32) is in a critical condition.

Monitoring < Active Alerts (1)
5 J_g, Microsoft Windows Server | [ Source @ Marne Resolution State  Created Age
4 | g Network Monitoring 4 Severity: Critical (1)
ﬂ Active Alerts -@ 10.134.14.32 SD3 - Fan Health Mew 5/18/2015 &:32:07 PM 1 Minute
=% | Hosts

ﬂ HSRP Groups

ﬂ Legacy Metwark Devices

ﬂ Metwark Devices

@ Metwork Summary Dashboard
ﬂ Rauters

] Switches

Alert Details

22| wLANS '@' 5D5 - Fan Health Alert Description
» ,g, Performance Source: S 10.134.14.32 Please see the alert context for details,
> Lg Operations Manager Full Path Name: 10.134.14.32
~| SD5 SMNMP Event v Alert Monitor:  (_) 5D5 - Fan Health
< m > Created: 5/18/2015 8:32:07 PM

Step 14: Go to Network Monitoring > Hosts. In the figure below, you can see that the managed systems
(10.134.14.32,10.134.12.13, and 10.134.14.36) are healthy.
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Monitoring < Hosts (3)

> 4 Application Monftoring ~ L Lok far: | Find Mow Clear
+ L4 Data Warehouse State (%) Maintenan... Marne Location Maodel SNMP Agent Address  Vendor
v L D i el e Sel o (@ Healthy 10.134.14.32 Unknown Met-SNMP Age... 10.134.14.32 LINUX
» L) Mlerepenatilete s (@ Healthy 10.134.12.13 Unknown edit fetc/snm... 10.134.12.13
> L Microseftiiingows Sener @ Healthy 101347436 Unknawn (edit fetc/snm...  Net-SNMP Age.. 101341436 LINUX
4 (5 Network Monitaring

|| Active Alerts =

[iE¥] Hosts

i HSRP Groups

iE| Legacy Network Devices
£2E| Metwork Devices < m >
E Metwork Summary Dashboard

Detail View v
1| Routers
=22 switch
j HALENES S  Host properties of 10.134.14.32 ~
2] wLans
| Performance Display Name 10.134.14.32
& Full Path Name 10.134.14.32

4 (g Operations Manager

ess Made SNMPONLY
AAEﬁVE Alerts ~ tion CERTIFIED
< m > Description Linux softlab3 2.6.18-238.¢15 #1 SMP Sun Dec 19 14:22:44 EST 2010 xB6 64

Step 15: Double-click one of the selected hosts and a Health Explorer dialog box pops up. Click Close to
show all monitors.

a8 Health Explorer for 10.134.14.32

Reset Health Recalculate Health |7 Filter Monitars | Refresh Properties IZ@IHeIp Overrides

Health monitors for 10.134.14.32

Scope is only unhealthy child monitors, ® Knowledge | state Change Events

(&) EntityHealth - 10.134.14.32 [Objed)

Step 16: Go to Entity Health > Availability > SD5 - Fan Health on the left pane. On the right pane are
shown all state change events for SD5 with Fan Health are shown on the State Change Events.
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© () Reset Health = Recalculate Health T Filter Monitors () Refresh Properties (@ Help ‘ &5 Overrides - |

Health monitars for 10.134.14.32

4 () Entity Health - 10.134.1432 [Object]
4 (&) mvailability - 10.134.14.32 [Object)

3 @ Metwork Device Responsiveness - 10.134.14.32 (Node)
@ SD5 - Fan Health - 10.134.14.32 (Node)
O Configuration - 10.134.14.32 (Object)
i () Performance - 10.134.14.32 (Object)
(O Security - 10.134.14.32 [Object)

Knowledge | State Change Events (5] |

Time + From

Operational State

[5#'13/21]1 58&33 PM

Second Trap Raised

5/18/2015 8:32 PM
5/18/2015 &1% PM
5/18/2015 819 PM
5/18/2015 818 PM

Details

Context:

First Trap Raised
Second Trap Raised
First Trap Raised
Second Trap Raised

10.134.14.32

127.0.0.1

1

Success

Syntax

Value

13.6.L21.L3.0

[Timeticks

6678241

1.3.6.1.6.3.1.1.4. 1.0

Cid

.1.3.6.1.4.1.10876.100.3.0.101

1L3.6.1.2.1.1.3.0

[Timeticks

6678241

1.3.6.1.6.3.1.1.4. 1.0

0id

.1.3.6.1.4.1.10876.100.3.0.101

1.3.6.1.4.1.10876.100.3.0.101

Octets

Recovery: FAN 5is OK at 2015-05-19 11:33:52. FAN 5is 3025.0 RPM, low limit = 576.0 RPM

1.3.6.1.6.3.1.1.4.3.0

Cid

.1.3.6.1.4.1.10876.100.3
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6 Creating a Rule for an SNMP Trap to
Check SD5 Status

The example below illustrates the use of SCOM 2012 to receive a managed system’s SNMP trap that is
sent when a health-monitored item is triggered or recovered. In this example, three conditions must be
met,

o The SD5 SNMP trap function must be enabled with SD5 notification methods configured in advance.
See 4.5.1 Alert Configuration in SuperDoctor 5 User's Guide for more information.

o SD5 must be set up with SD5 SNMP extensions configured in advance. See 5 SNMP Extension in
SuperDoctor 5 User's Guide for more information. Note that this condition is for SD5 to be
discovered as an SNMP device.

o SNMP device SD5 must be discovered/managed by SCOM 2012.

If the above conditions are met, follow these steps:

Step 1: In the Operations Console, click the Authoring Tab.

Step 2: Go to Management Pack Objects > Rules. Right-click Rules and select Create a new rule.

Authoring < Rules (54)
4 ..Z‘ Autharing Management pack objects are now scope
> (%) Management Pack Templates Mame
$ Distributed Applicatiors 4 Type: Windows Server 2012 Operating 5y
3 Groups = Memory % Committed Bytes in Use
AL METEEENE R EE s |- Pages Qutput Per Second
5] attributes
Reserved
_) Maonitors

THEEE ) Disk can not be read
|:pf Obj iscoveries )
i=| Duplicate IP Address has been Detect:

3 Crverrides =
=] Rules 1= Systern Cache Resident Bytes
| Service Level Tracking =] Create a new rule...
f: Tasks (4 Refresh F3 E
[#] Views 1= ASoftware Update Installation Failed
|i=| Total Processor Information % Interry
=] Collection Rule for Software Updates
|i=| NTFS - Delayed Write Lost
Add Monitoring Wizard... < T “m
Mew Distributed Application... Rule details:
New Group...
@ Select a rule above to view details|
. Menitoring

ﬁ‘ Authering
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Step 3: In the Rule Type section, select SNMP Trap (Event) and click New to create a custom SD5
management pack.

@ Select a Rule Type

Select the type of rule to create

-5 Alert Generating Rules ~
-0 Evert Based
4 Collection Rules
45 Evert Based
2] Generic C5V Text Log
~i=| Generic Text Log

2] WMI Event
[ Performance Based
[ Prabe Based
£+ Timed Commands =
=] Exeeute a Command ~

Description:  Speciy SNMP traps to collect. You can collect information abot all traps or you can speciy
'SNMP Object Identifiers to fiter relevant traps

Management pack

Select destination management pack:
<Select Managemert Pack> V] [hew. ]

<Previoss | | Net> |[ Create | [ Coneel |

Step 4: Type the name, version and description. Click Next to continue.

] Create Rule Wizard |L1

General Properties

General Properties

Knowledge

Pack General Properti
D

[SD.SNMP Event |
Name

[SD5 SNMP Event] J

Version
1.000 For example. 1.0.0.0

Description

<Previous | [ Net> || Ceate | [ Cancel |

‘_‘ "

Step 5: Click Create to start creating the management pack and return to the Create Rule Wizard.
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Knowledge

Knowledge Article

[<Previos | rea> | [ st

N

Step 6: In the General section, input the rule name and click Select to set up the Rule target.

H Rule Name and Description

General

SNMP Trap Provider

Rule name:

Select rule name, description and target

|SD5 SNMP Event Rule

Description (optional)

Management Pack:  SD5 SNMP Event

Rule Category: Event Collection v]
Rule target
[Node | [ select. ]
[ Rule is enabled

<Previous | [ Mea> || Creste | [ Cancel |

Step 7: In the Look for field, type “Node”, select View all targets and click OK.
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Step 8: In the SNMP Trap Provider step, input .1.

Create to start creating a rule for SD5.

Select the class, group, or object that you want to target from the list below. You can also filter or sort the list to make
items easier to find.
Look for:
|node | Clear
O View commoen targets
@® View all targets
Target Management Pack Description
[ Node Metwaork M nt Librar This class represents the network device
1135 total Targets, 1 visible, 1 selected
[ Hep [ ok ][ Cancel |
4 . e .
3.6.1.4.1.10876" as the Object Identifier and click

Rule Type

General

SNMP Trap Provider

@ Help

<Previous | | MNea> |[ Create || Cancel |

Step 9: In the Operations Console, click the Monitoring tab and go to Monitoring > Network

Monitoring > Network Devices.

* For more information regarding the Supermicro MIB tree (.1.3.6.1.4.1.10876 OID tree), refer to 5.3

Supermicro MIB in the SuperDoctor 5 User's Guide.
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File Edit View Go Tasks Tools Help
L sechv . i scope | P Fina
Monitoring

> "4 Microsoft Audit Collection Services
> 4 Microsoft Windows Client
> 4 Microsoft Windows Server
4 [ Network Monitoring

[&] Active Alerts

5] Hosts

5] HsRPGroups

5] Legacy Network Devices

E2¥] Network Devices
[E5] Network Summary Dashboard
[52] Routers
[552] Switches
[588] vians

> [4 Performance

> |4 Operations Manager

| SN CAIND Friant

Show or Hide Views...

B Monitoring
A Authoring
|2 Reporting

Administration

@ My Workspace

Step 10: Select the SNMP device (Name: 10.134.14.32) and click Event View on the Navigation panel.

Network Devices - SCOMGROUP - Operations Manager -
File Edit View Go Tasks Tools Help
L Jseach~ i Scope P Fing
Monitoring «  Network Devices (1) > Tasks
>[4 Microsoft Audit Collection Services ~| State (&) Maintenan... Name Location Model 0@
+ A Micrasoft Windaws Cliert |@ Healthy ] 10.134.14.32 Unknown Net-SNMP Agent 5.1 >
. . State Actions - =
> ['d Microsoft Windows Server
4 g Network Monitoring W Start Maintenance Mode..
[&] Active Alerts
[£] Hosts
| HSRP Groups
% [T Personalize view..
[£%] Legacy Network Devices
[£2%] Network Devices = Tasks n
[5%] Network Summary Dashboard
7 Routers =] Entity Properties =
[52%] switches & Health Explorer
[E3%] vians
s ~
g P e Navigation
> |4 Operations Manager =] Alert View
v
ENE SMMD Fuiant < m > | =] Diagram View
Show or Hide Views..
lew View »
Performance View L4
. Moritoring 53 Node properties of 10.134.14.32 ~ %] state view
N Display Name 10.134,14.32 5] Network Node Dashboard
A Authoring Full Path Name 10.134.14.32
Access Mode SNMPONLY 5] Network Vicinity Dashboard
IE'- Reporting Certification CERTIFIED
Description Linux softlab3 2.6,18-238.el5 #1 SMP Sun Dec 19 14:22:44 EST 2010 x86_64 Nodle Tasks =
Administration Device Key 00-25-90-25-6A-20 3 Fine
Loation Unknown -
E!l My Workspace Model MNet-SNMP Agent 5.1 3 SNMPGET
Fort Number 161

Primary Owner Contact

root@localhost

v 35 SNMP walk
=

Ready

Step 11: In the figure below, the managed system has sent a recovery trap which denotes that the FAN 5

changes from a non-OK state to an OK state.
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File Edit View Go Tasks Tools Help
. Jsearchv . {ovemdes~ _ {%e oo | P Fing
Events (12) » Tasks
Level w Date and Time 4 Source MName User Event Nurnber Leg Name ~ m o
[£2] Other 5/17/201510:44:04 ... Snmp Event 10.134.14.32 1501 SnmpEvent i z
Event Actions
[£2] Other 5/17/201510:44:58 ... Snmp Event 101341432 1501 SnmpEvent _
/[t Other 5/17/2015 10:45:16 ...  Snmp Event 10.134.14.32 1501 SnmpEvent B| SmrhmrE FE
— & Overrides »
Details .
Personalize view...
Date and Time: gﬂ?ﬁ’z{ﬂ 5104516 Description: Navigation
Log Mame: SnmpEvent Alert View
Source: snmp Event -
Generating Rule; 505 SHMP Event Rule Diagram View ]
Event Number: 1501 [£2] Event view 3
twel:. Dibes E Performance View
0gging
Computer: State View
User: —
e Netwark Node Dashboard
Netwark Vicinity Dashboard
Event Data: & View Event Data
Source 10.134.14.32 e
inati 127.0.0.1 Entity Properties
Version 1
ErrorCode Success (@& Health Eplorer
Object Identifier |Syntax Value Node Tasks
1.3:6.1.21.1.3.0 Timeticks 7466322
13616311410 oid 11.3.6,1.4,1,10876.100.3.0.101 [ Ping
1.3.6.1.2.1.1.3.0 Timeticks 7466322 3 snmP GeT
1.3.6.163.1.1.41.0 oid .1.3.6.1.4.1,10876.100.3.0.101
[ 1.4.1,10876,100.3.0.101 Octets Recovery: FAN 5 is OF at 2015-05-18 13:45:16, FAN 5 is 3025,0 RPM, low limit = 5760 RPM__] 5 s walk
1.36.1.63.1.1.43.0 oid 1.3.6.1.4.1.10876.100.3 [al Teinet Cansole
Cick here to hige svent data [ Traceroute v
Ready
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