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Software License Agreement

PLEASE READ CAREFULLY: THE USE OF THIS SOFTWARE IS SUBJECT TO THE SOFTWARE LICENSE TERMS OF
ADAPTEC, INC. AND OTHER LICENSORS WHOSE SOFTWARE MAY BE BUNDLED WITH THIS PRODUCT.

BY YOUR USE OF THE SOFTWARE INCLUDED WITH THIS PRODUCT YOU AGREE TO THE LICENSE TERMS REQUIRED
BY THE LICENSOR OF THAT SOFTWARE, AS SET FORTH DURING THE INSTALLATION PROCESS. IF YOU DO NOT
AGREE TO THE LICENSE TERMS APPLICABLE TO THE SOFTWARE, YOU MAY RETURN THE ENTIRE UNUSED PRODUCT
FOR A FULL REFUND.

In return for acquiring a license to use the Adaptec software (“Software”) and the related documentation, you agree to the following
terms and conditions:

1. License. This Agreement grants you, the Licensee, a license to:

o Use the Software on a single computer system or on multiple workstations, systems and servers which incorporate an Adaptec
RAID controller and may be accessed by multiple users from multiple locations. You may make as many installations of the
Software as needed, but must restrict such installation only to systems, workstations or servers using an Adaptec RAID
controller.

e Make one copy of the Software in machine readable form solely for back-up purposes provided you reproduce Adaptec’s
copyright notice and any proprietary legends.

2. Restrictions. You may not distribute copies of the Software to others. You may not post or otherwise make available the Software,
or any portion thereof, in any form, on the Internet. You may not use the Software in a computer service business, including in
time sharing applications. The Software contains trade secrets and, in order to protect them, you may not decompile, reverse
engineer, disassemble, or otherwise reduce the Software to a human-perceivable form. YOU MAY NOT MODIFY, ADAPT,
TRANSLATE, RENT, LEASE, LOAN, RESELL FOR PROFIT, DISTRIBUTE, NETWORK OR CREATE DERIVATIVE WORKS
BASED UPON THE SOFTWARE OR ANY PART THEREOF.

3. Ownership of Software. As Licensee, you own the media upon which the software is recorded or fixed, but Adaptec and its licensors
retain title and ownership of the Software recorded on the original media and all subsequent copies of the Software, regardless of the
form or media in which or on which the original and other copies may exist. This license is not a sale of the Software or any copy.

4. Confidentiality. You agree to maintain the Software in confidence and that you will not disclose the Software to any third party
without the express written consent of Adaptec. You further agree to take all reasonable precautions to preclude access of
unauthorized persons to the Software.

5. Term. This license is effective until January 1, 2045, unless terminated earlier. You may terminate the license at any time by
destroying the Software (including the related documentation) together with all copies or modifications in any form. Adaptec will
have the right to terminate our license immediately if you fail to comply with any term or condition of this Agreement. Upon any
termination, including termination by you, you must destroy the Software (including the related documentation), together with
all copies or modifications in any form.

6. Special Terms Applicable to Databases. Where a database is included with the Software, you acknowledge that it is licensed only in
connection with the use of the Software to perform disc creation, and that the database and all data derived therefrom must be
maintained in confidence in accordance with the provisions of Section 4. This license does not grant you any rights to distribute or
disclose such database or data.

7. Limited Warranty. Adaptec and its Licensor warrant only that the media upon which the Software is furnished will be free from
defects in material or workmanship under normal use and service for a period of thirty (30) days from the date of delivery to you.
ADAPTEC AND ITS LICENSORS DO NOT AND CANNOT WARRANT THE PERFORMANCE OR RESULTS YOU MAY
OBTAIN BY USING THE SOFTWARE OR DOCUMENTATION. THE FOREGOING STATES THE SOLE AND EXCLUSIVE
REMEDIES ADAPTEC AND ITS LICENSORS WILL PROVIDE FOR BREACH OF WARRANTY. EXCEPT FOR THE
FOREGOING LIMITED WARRANTY, ADAPTEC AND ITS LICENSORS MAKE NO WARRANTIES, EXPRESSED OR IMPLIED,
INCLUDING, BUT NOT LIMITED, AS TO NON-INFRINGEMENT OF THIRD PARTY RIGHTS, MERCHANTABILITY OR
FITNESS FOR A PARTICULAR PURPOSE. Some states do not allow the exclusion of implied warranties or limitations on how long
an implied warranty may last, so the above limitations may not apply to you. This warranty gives you specific legal rights and you
may also have other rights which vary from state to state.

8. The entire liability of Adaptec and its licensors, and your exclusive remedy for a breach of this warranty, shall be:
o The replacement of any media not meeting the above limited warranty which is returned to Adaptec; or:
e If Adaptec or its distributor is unable to deliver replacement media which is free from defects in materials or workmanship, you
may terminate this Agreement by returning the Software and your money will be refunded.
9. Limitation of Liability. IN NO EVENT WILL ADAPTEC OR ITS LICENSORS BE LIABLE TO YOU FOR ANY INCIDENTAL,
CONSEQUENTIAL OR INDIRECT DAMAGES, INCLUDING ANY LOST PROFITS, LOST SAVINGS, OR LOSS OF DATA, EVEN
IF ADAPTEC OR A LICENSOR HAS BEEN ADVISED OF THE POSSIBILITY OF SUCH DAMAGES, OR FOR ANY CLAIM BY

ANY OTHER PARTY. Some states do not allow the exclusion or limitation of special, incidental, or consequential damages, so the
above limitation or exclusion may not apply to you.
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10. Export. You acknowledge that the laws and regulations of the United States and other countries may restrict the export and re-
export of the Software. You agree that you will not export or re-export the Software or documentation in any form in violation of
applicable United States and foreign law.

1
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. Government Restricted Rights. The Software is subject to restricted rights as follows. If the Software is acquired under the terms of a
GSA contract: use, reproduction or disclosure is subject to the restrictions set forth in the applicable ADP Schedule contract. If the
Software is acquired under the terms of a DoD or civilian agency contract, use, duplication or disclosure by the Government is
subject to the restrictions of this Agreement in accordance with i C.ER. 12.212 of the Federal Acquisition Regulations and its
successors and 49 C.ER. 227.7202-1 of the DoD FAR Supplement and its successors.

12. General. You acknowledge that you have read this Agreement, understand it, and that by using the Software you agree to be bound
by its terms and conditions. You further agree that it is the complete and exclusive statement of the agreement between Adaptec and
you, and supersedes any proposal or prior agreement, oral or written, and any other communication between Adaptec and you
relating to the subject matter of this Agreement. No additional or any different terms will be enforceable against Adaptec unless
Adaptec gives its express consent, including an express waiver of the terms of this Agreement, in writing signed by an officer of
Adaptec. You assume full responsibility for the use of the Software and agree to use the Software legally and responsibly. This
Agreement shall be governed by California law, except as to copyright matters, which are covered by Federal law. This Agreement is
deemed entered into at Milpitas, California by both parties. Should any provision of this Agreement be declared unenforceable in
any jurisdiction, then such provision shall be deemed severable from this Agreement and shall not affect the remainder hereof. All
rights in the Software not specifically granted in this Agreement are reserved by Adaptec.

Should you have any questions concerning this Agreement, you may contact Adaptec by writing to:

Adaptec, Inc.

Legal Department

691 South Milpitas Boulevard
Milpitas, California 95035.
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About This Guide

Adaptec® Storage Manager™ is a software application that helps you build a storage space
using Adaptec RAID controllers, disk drives, and enclosures, and then manage your stored
data, whether you have a single RAID controller installed in a server or a complex Storage Area
Network (SAN) with multiple RAID controllers, servers, and enclosures.

This User’s Guide describes how to install and use Adaptec Storage Manager to build and
manage Adaptec direct attached storage—a RAID controller and disk drives which reside
inside, or are directly attached to, the computer accessing them, similar to the basic
configurations shown in these figures:

Server with Adaptec RAID System running
controller and disk drives Adaptec Storage Manager

Network (SAN)
Connection

Server with Adaptec System running Server with Adaptec RAID  Storage enclosures
RAID controller and Adaptec Storage Manager controller, running with disk drives
disk drives Adaptec Storage Manager installed
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How This Guide is Organized

This User’s Guide is divided into three sections:

e Part I: Getting Started—Follow the instructions in this section to install Adaptec Storage
Manager and build your storage space. (For a definition of ‘storage space’ and other terms
used in this User’s Guide, see page 11.)

e PartII: Using Adaptec Storage Manager—Once your storage space is built, refer to this
section for help protecting, modifying, monitoring, and troubleshooting your storage
space and its components.

e Part III: Quick Reference—Refer to this section for quick answers to common questions
about Adaptec Storage Manager. A comparison of RAID levels is also included.

What You Need to Know Before You Begin

This User’s Guide is written for advanced computer users who want to create a storage space
for their data. Advanced knowledge of storage networks is not required, but you should be
familiar with computer hardware, data storage, and DAS and Redundant Array of
Independent Disks (RAID) technology.

If you are using Adaptec Storage Manager as part of a complex storage system, such as a SAN,
you should be familiar with network administration terminology and tasks, have knowledge of
Local Area Network (LAN) and SAN technology, and be familiar with the input/output (I/O)
technology—such as Serial ATA (SATA) or Serial Attached SCSI (SAS)—that you are using on
your network.

Note: Because this User’s Guide covers multiple Adaptec RAID products, some of the features and
functions described may not be available for your controller or enclosure.

Terminology Used in this Guide

Because this User’s Guide provides information that can be used to manage multiple Adaptec
RAID products in a variety of configurations from DAS to SAN, the generic term “storage
space” is used to refer to the controller(s) and disk drives being managed with Adaptec Storage
Manager.

For efficiency, the term “components” or “component” is used when referring generically to
the physical and virtual parts of your storage space, such as systems, disk drives, controllers,
and logical drives.

Many of the terms and concepts referred to in this User’s Guide are known to computer users
by multiple names. In this User’s Guide, this terminology is used:

e Controller (also known as adapter, HBA, board, or card)

e Disk drive (also known as hard disk, hard drive, or hard disk drive)

e Logical drive (also known as logical device)

e System (also known as a server, workstation, or computer)

e Enclosure (also known as a JBOD, storage enclosure, or disk enclosure)

Note: For more terminology information, see the Glossary on page 173.
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Introduction to Adaptec Storage
Manager

In this chapter...
Getting Started ChecKlISTt ........courerireirrieerieeteeerte ettt sttt se e
About Adaptec Storage Manager .......c.c.cuceeririeuiueuiueintniriereeetestese et sesesesesessesesesenens
About the Adaptec Storage Manager ANt .........ccoceeeerurueueueereniriruereresenesereeeeseseseesesessssesens
Growing Your Storage Space with Adaptec Storage Manager..........coceveeueueveererereerercnccnnes
System REQUITEIMENTS .....oerueruiiiirierteieirtetetete ettt sttt ae et ae e enens

CONLTOIIET SUPPOTT ettt ettt ettt ettt ettt se et ettt bt s et be s

This chapter describes Adaptec Storage Manager and the Adaptec Storage Manager Agent,
explains the concept of a “storage space” and provides a checklist of getting-started tasks.
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Getting Started Checklist

Part I of this User’s Guide includes three special Getting Started chapters to help you install,
start, and begin to use Adaptec Storage Manager.

V' Step 1: Familiarize yourself with Adaptec Storage Manager and the Adaptec Storage
Manager Agent (see the remainder of this chapter).

V' Step 2: Install Adaptec Storage Manager on every system that will be part of your storage
spaces (see page 18).

V' Step 3: Build your storage space (see page 25).

About Adaptec Storage Manager

Adaptec Storage Manager is a software application that helps you build a storage space for your
online data, using Adaptec RAID controllers, disk drives, and enclosures.

With Adaptec Storage Manager, you can group disk drives into logical drives and build in
redundancy to protect your data and improve system performance. You can also use Adaptec
Storage Manager to monitor and maintain all the controllers, enclosures, and disk drives in
your storage space from a single location.

About the Adaptec Storage Manager Agent

When Adaptec Storage Manager is installed on a system, the Adaptec Storage Manager Agent is
also installed automatically. The Agent is like a service that keeps your storage space running.
It’s designed to run in the background, without user intervention, and its job is to monitor and
manage system health, event notifications, tasks schedules, and other on-going processes on
that system. It sends notices when tasks are completed successfully, and sounds an alarm when
errors or failures occur on that system.

The Agent uses less memory than the full application. If your storage space includes systems
that won’t be connected to monitors (and therefore won’t require the user interface described
in this User’s Guide), you can choose to run the Agent only on those systems instead of the full
application (see page 14). You may want to do this if system resources are limited, or if you
want more system resources available for other tasks.

Note: Linux or Unix users only—If your storage space includes systems without X-Windows installed or
running, you can run the Agent, even though you can’t run the full Adaptec Storage Manager application.

You can manage and monitor systems running the Agent only by logging into them as remote
systems (see page 31).

You can also customize the Agent settings to suit your storage space requirements.
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Growing Your Storage Space with Adaptec Storage Manager

As your requirements change, Adaptec Storage Manager grows with your storage space as you
add more controllers, more disk drives, more logical drives, and more data protection.

A Simple Storage Space

This example shows a simple storage space that might be appropriate in a home office or for a
small business. This storage space includes one RAID controller and three disk drives installed
in a server. For data protection, the disk drives have been used to build a RAID 5 logical drive.

Business and
Customer Data

Server with RAID Controller System running
and Disk Drives Adaptec Storage Manager

An Advanced Storage Space

This example shows how you can grow your storage space to meet the expanding requirements
of your business. On the first server, segments of space from each disk drive have been used to
build two RAID 5 logical drives. A second server connected to two 12-disk-drive enclosures has
been added. The additional storage space has been used to create two RAID 50 logical drives.

The Administrator of this storage space can create and modify logical drives and monitor both
controllers, disk drives, and enclosures from a single system, called the local system (see page 26).

Accounting and
Payroll Data

System running
Adaptec Storage Manager

(]
Server with RAID Network E (SAN) Connection
controller and '
disk drives

Personnel Data

Server with RAID
controller, running
Adaptec Storage
Manager Agent

Storage enclosures with Customer Data
disk drives installed
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Continuing to Grow Your Storage Space

As your needs change, Adaptec Storage Manager will help you grow your storage space to
include multiple controllers, storage enclosures, and disk drives in multiple locations.

In this example, multiple systems, servers, disk drives, and enclosures have been added to the
storage space. The Administrator can create and modify logical drives and monitor all the
controllers, enclosures, and disk drives in the storage space from the local system (see page 26).

Network (SAN) Connection

Server running Adaptec Storage enclosures with
Storage Manager Agent disk drives installed

System running

Adaptec Storage Manager Server with RAID
controller and disk

drives installed

>
e

Server running Adaptec

Storage Manager Agent | E.

Server running Adaptec Storage enclosures with
Storage Manager Agent disk drives installed
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System Requirements

To install Adaptec Storage Manager and create a direct attached storage space, each system in
your storage space must meet these requirements:

PC-compatible computer with Intel Pentium 1.2 GHz processor, or equivalent

At least 256 MB of RAM

80 MB of free disk drive space

256-color video mode

CD-ROM drive or DVD-ROM drive

One of these operating systems:

Microsoft® Windows® Server 2008 (with SP2), Windows Server 2008 R2, Windows
Server 2003 (Enterprise and Standard with SP1 or SP2), Windows Server 2003 R2,
Windows 7, Windows Vista™ (with SP1 or SP2), Windows XP (with SP1, SP2, or SP3)

Red Hat® Enterprise Linux 5.x, Red Hat Enterprise Linux 4.x
SUSE Linux ES 11, SUSE Linux ES 10 SP3

Note: For the latest on Adaptec’s support of Linux or to download driver sources, visit
the Support area of the Adaptec Web site at www.adaptec.com.

SCO® OpenServer® 6.0 MP4
UnixWare® 7.1.4
Sun® Solaris™ 10, Solaris 10 x86 U7, Solaris 10 x64 U4

VMware ESX Server 3.x with U1, U2, or U3, VMware ESX Server 4.0 (storage
management must be done by command-line, BIOS utility, or remote GUI
connection)

FreeBSD 8.0, 7.2, 6.x

Note: Adaptec Storage Manager can also be used before an operating system is installed. See
Running Adaptec Storage Manager from the CD on page 23 for more information.

Controller Support

The maximum number of controllers supported by Adaptec Storage Manager for each
supported operating system is:

Windows—Up to 16 Adaptec controllers

Linux—Up to 16 Adaptec controllers

UnixWare—Up to 16 Adaptec controllers

OpenServer—Up to 16 Adaptec controllers

Solaris—Up to 16 Adaptec controllers

FreeBSD—Up to 16 Adaptec controllers

VMWare—Up to 16 Adaptec controllers

Note: For the most recent operating system support information, visit www.adaptec.com.
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In this chapter...

Installing 0n WINAOWS ....coveveueueuiiririieiciccetetteecicctes ettt es 19
INStalling ON LINUX ...coveuerieieierieierieeeine ettt ettt sttt se et e et b et s et es 20
Installing on UnixWare 0F OPenSerVeT .....cccveiveriererirerteuerenieertneeeseesesteseseseesesessesessesesessenes 21
INStAlling ON SOLATIS .cuvueuieueiiteieiete ettt ettt ettt ettt 21
Installing 0n FreeBSD .....ccoviiiiiiiininiiiiiiirirecccteectee ettt eees 22
INStalling 0N VIMWATE......coovviiiemiiiiirinieiciccttrteeecttt ettt ettt es 22
Using Adaptec Storage Manager with a Firewall .........cccccocoiiivnniccinnniccnrccccene 23
Running Adaptec Storage Manager from the CD......cccoeevurerninenineneninennceseneceneeenennenes 23

Adaptec Storage Manager must be installed on every system that will be part of your storage
space. This chapter describes how to install Adaptec Storage Manager on different operating
systems, and explains how to use Adaptec Storage Manager with a firewall.

Note: To use Adaptec Storage Manager to configure a RAID controller before you install your
operating system, see Running Adaptec Storage Manager from the CD on page 23.
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Installing on Windows

This section describes how to install Adaptec Storage Manager on systems running Windows.
See System Requirements on page 17 for a list of supported operating systems.

Note: You need administrator or root privileges to install Adaptec Storage Manager. For details on
verifying privileges, refer to your operating system documentation.

If a previous version of Adaptec Storage Manager is installed on your system, you must remove
it before beginning this installation. To uninstall Adaptec Storage Manager, use the Add/
Remove Programs option in your Windows Control Panel.

Note: Advanced users only—To perform a silent installation, follow the instructions in Appendix A.
To install Adaptec Storage Manager:
1 Insert the Adaptec Storage Manager Installation CD.

The Installation wizard opens automatically. (If it doesn’t open, browse to the CD in
Windows Explorer, then click Autorun.)

2 Click Next to begin the installation, click I accept..., then click Next.
3 Select GUI and Agent. Then click Next.

|‘.@ HdgpiecStorasesanase sy nEtal I SHel dii=ard ﬂ

Direct Attached Storage Sety !

g p &
Chaoose the Features that best suit your needs, - .
Please select the Features you want to install,
[¥]GUI and Agent Installs the management GUI and agent,
LI Tools Installs the command line tools for creation and management

of RAID arrays.

Installs the suppart For the Microsoft Wirtual Disk Service (WDS)
provider for PCI based RAID cards. Requires Windows Server
2003 RZ or Windows Yista

D Custom Setup Launches a Custom Setup,

[ < Back ][ Text = ] [ Cancel ]

4 Repeat these steps to install Adaptec Storage Manager on every Windows system that will
be part of your storage space.
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Installing on Linux

This section describes how to install Adaptec Storage Manager on systems running Linux. See
System Requirements on page 17 for a list of supported operating systems.

Adaptec Storage Manager includes the Java Runtime Environment (JRE).

Note: If a previous version of Adaptec Storage Manager is installed on your system, you must
remove it before beginning this installation. Any customization files you created with the previous
version are saved and used in the upgrade. To remove Adaptec Storage Manager, type the rpm --
erase StorMan command.

To install Adaptec Storage Manager:

1
2

Insert the Adaptec Storage Manager Installation CD.
Mount the Adaptec Storage Manager Installation CD:
For Red Hat mount /dev/cdrom /mnt/cdrom

For SUSE mount /dev/cdrom /media/cdrom
Change to the manager directory:

For Red Hat cd /mnt/cdrom/linux/manager

For SUSE cd /media/cdrom/linux/manager
Extract the RPM package and install it:

rpm --install ./StorMan*.rpm

Unmount the Adaptec Storage Manager Installation CD:
For Red Hat umount /mnt/cdrom

For SUSE umount /media/cdrom

Repeat these Steps to install Adaptec Storage Manager on every Linux system that will be
part of your storage space.
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Installing on UnixWare or OpenServer

Note: If a previous version of Adaptec Storage Manager is installed on your system, you must
remove it before beginning this installation. Any customization files you created with the previous
version are saved and used in the upgrade. To remove Adaptec Storage Manager, type the pkgrm
RaidMan command.

To install Adaptec Storage Manager:

1
2

Insert the Adaptec Storage Manager Installation CD.

Mount the Adaptec Storage Manager Installation CD:
mount -r -F cdfs /dev/cdrom/cdromdevicefile /mnt

where cdromdevicefile is the device file name (for example, c0b0t010 for a CD-ROM
block device). To find the device file name, look in the /dev/cdrom directory.

Install Adaptec Storage Manager:

For UnixWare pkgadd -d /mnt/unixware/manager/RaidMan.ds
For OpenServer pkgadd -d /mnt/openservé/manager/RaidMan.ds
Follow the on-screen instructions to complete the installation.

Unmount the Adaptec Storage Manager Installation CD:

umount /mnt

Installing on Solaris

Note: If a previous version of Adaptec Storage Manager is installed on your system, you must
remove it before beginning this installation. Any customization files you created with the previous
version are saved and used in the upgrade. To remove Adaptec Storage Manager, type the pkgrm
RaidMan command.

To install Adaptec Storage Manager:

1

Insert the Adaptec Storage Manager Installation CD.

The CD mounts automatically. (If it doesn’t, manually mount the CD using a command
similar to the one shown below. Refer to your operating system documentation for
detailed instructions.)

mount -F hsfs -o ro/dev/dsk/clt0d0s2/mnt

Install Adaptec Storage Manager:

pkgadd -d/ <mount point>/solaris_x86/manager/StorMan.pkg
Follow the on-screen instructions to complete the installation.

Eject or unmount the Adaptec Storage Manager Installation CD. Refer to your operating
system documentation for detailed instructions.
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Installing on FreeBSD

To install Adaptec Storage Manager:
1 Insert the Adaptec Storage Manager Installation CD.
2 Mount the Adaptec Storage Manager Installation CD:
mount -F cd9660 -o ro /dev/acd0 /<mount point>
where mount point is the mount point of the CD-ROM.
3 Install Adaptec Storage Manager:
For FreeBSD for x86 (32-bit):
pkg_add /<mount point>/freebsd7/manager/StorMan-x86.pkg.tbz
For FreeBSD for amd64 (64-bit):
pkg_add /<mount point>/freebsd7 x86_64/manager/StorMan-amd64.pkg.tbz
where mount point is the CD-ROM mount point.

Note: The installation CD also includes packages for FreeBSD 6 and FreeBSD 8.

4 Follow the on-screen instructions to complete the installation.

5 Unmount the Adaptec Storage Manager Installation CD:

umount /<mount point>

Installing on VMWare

To install Adaptec Storage Manager:
1 Mount the Adaptec Storage Manager Installation CD:
mount -r /dev/cdrom /mnt/cdrom
2 Change to the manager directory:
ESX Server 3.5: cd /mnt/cdrom/linux/manager
ESX Server 4.0: cd /mnt/cdrom/linux_64/manager
3 Extract the Linux Adaptec Storage Manager RPM package and install it:

rpm --install --nodeps ./StorMan*.rpm

Note: Ignore the note that says "Application can be started by typing /usr/StorMan/
StorMan.sh". The console has no graphical capability.

4  Use the command line utility (ARRCONF) included with your RAID controller to
configure and manage your disk drives. For more information, refer to the Command Line
Interface User’s Guide on the Adaptec Storage Manager Installation CD.

5 To use Adaptec Storage Manager to connect remotely from another system, you must
open a range of ports in the built-in firewall using this command:

esxcfg-firewall -o 34571:34581, tcp, in, "StorMan”

For more information, see Logging into Remote Systems from the Local System on page 32.
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Using Adaptec Storage Manager with a Firewall
If your system or network includes a firewall, you must unblock these ports:
e 8003 (TCP)
e 34580 (TCP)
e 34570 to 34579 (TCP)
e 34570 (UDP)
e 34577 to 34580 (UDP)

If you have installed the GUI and Agent on a system running Windows XP, you must also
unblock the javaw process in the Windows firewall. Refer to your operating system
documentation for instructions.

Running Adaptec Storage Manager from the CD

This section describes how to run Adaptec Storage Manager from the Adaptec RAID
installation CD included in the kit, instead of as an installed application. When you run
Adaptec Storage Manager from the CD, you are using bootable-CD mode.

When to Choose Bootable-CD Mode

Use Adaptec Storage Manager in bootable-CD mode if you want to install your operating
system on a disk drive or logical drive associated with your controller. Bootable-CD mode lets
you configure the controller before you install your operating system.

After you have configured the controller and installed the operating system, install and run
Adaptec Storage Manager as an installed software application, as described earlier in this
chapter.

Bootable-CD Mode Limitations

Running Adaptec Storage Manager from the CD is not an alternative to running it as an
installed software application. Most of the features and functions described in this user’s guide
are not available when you are running Adaptec Storage Manager from the CD. Bootable-CD
mode is only for configuring your controller before you install an operating system.

Getting Started in Bootable-CD Mode

This is a checklist of tasks to complete when you're building your storage space with Adaptec
Storage Manager in bootable-CD mode.

v Install your Adaptec RAID controller.
v Run Adaptec Storage Manager (see the following section).

V' Create logical drives (see page 34).

For an introduction to the Adaptec Storage Manager window and its features, see page 43.

V' Install your operating system (and controller device drivers, if appropriate).
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V' Install Adaptec Storage Manager as a software application, as described earlier in this
chapter.

v Continue to build, customize, and manage your storage space as described in the rest of
this user’s guide.

Running Adaptec Storage Manager from the CD

Note: Before you begin, ensure that your system is set up to boot from a CD. Check the system
BIOS to see if the CD drive is listed first in the boot order. For more information, refer to your
system’s documentation.

To run Adaptec Storage Manager in bootable-CD mode:
1 Insert the RAID installation CD into your CD drive, then restart your system.
2 When prompted, select the language you want, then press Enter.
3 Review the license information, then press Enter.
The main CD menu opens.
4 Click Launch Configuration Utility.

Adaptec Storage Manager opens.
5 In the tool bar, click Create.

File View Remote Actions Help
@ add @,CreaR Silence [=] Properties

I Enterprise view

The Configuration wizard opens.

File View Remote Actions Help

The Configuration wizard guides you through the configuration ofyour contraller. There are 4 physical drives
available for configuration. Click Express or Custam; then, click Mext.

I Select a path through the configuration wizard.

@ Express configuration for controller 1
Click this choice to configure your Adaptec 3405 controller autamatically.

) Custom configuration for controller 1
Click this choice to configure your Adaptec 3405 controller manually.

| < Back | Hext = || Cancel || Help |

6 Continue with Creating Logical Drives on page 34.
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Follow the instructions in this chapter to start Adaptec Storage Manager, log in to each system
in your storage space, and create logical drives. (For more information, see Understanding
Logical Drives on page 59.)

Note: Before beginning the tasks in this chapter, ensure that Adaptec Storage Manager is installed
on every system that will be part of your storage space.
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Overview

To build your storage space, complete these steps as described in the rest of this chapter:

1 Choose at least one management system (see the next section).
Start and log in to Adaptec Storage Manager on the management system (see page 27).
Start Adaptec Storage Manager or the Agent on all other systems (see page 31).

Log in to all other systems from the management system (see page 32).

o A~ W N

Create logical drives for all systems in your storage space (see page 34).

Choosing a Management System

You must designate at least one system as a ‘management system), a system from which you
will manage the direct attached storage on all systems in your storage space.

The management system can be any system on your LAN that has a monitor and can run the
full Adaptec Storage Manager application.

‘Local’ or ‘Remote’?

Whenever youre working in Adaptec Storage Manager, the system that you’re working on is
the local system. All other systems in your storage space are remote systems. ‘Local’ and
‘remote’ are relative terms, as shown in the following figure—when you are working on system
A (local system), system B is a remote system; when you are working on system B (local
system), system A is a remote system.

For the purposes of this chapter, the ‘local system’ is the management system.

Adaptec Storage /!
. . Manager or Agent i
’

Adaptec Storage
Manager

-----

Local logged
in to remote

N Adaptec Storage !

A3
* . Manager or Agent
~

Adaptec Storage
Manager

-----
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Starting and Logging In on the Local System

This section describes how to start and log in to the full Adaptec Storage Manager application.
It also explains how Adaptec Storage Manager uses existing operating system permission levels
to grant different amounts of access to your storage space.

Understanding Permission Levels

When you log in to Adaptec Storage Manager, your permission level is identical to your
operating system permission level. For example, if you have Administrator permissions on
your operating system, you also have Administrator permissions in Adaptec Storage Manager.

This section describes the three different permission levels.

Administrator Level

Logging in as an Administrator allows you full access to manage and modify the controllers,
disk drives, and logical drives that are part of your storage space.

To log in as an Administrator:

e Windows—Enter a valid user name and password for the Administrator or Administrative
User on the system. (The Administrative User is any member of the local Administrators
group, which can, in a Domain configuration, include Domain Administrators.)

e Linux—Enter root for the user name and enter the root password.
e UnixWare or OpenServer—Enter root for the user name and enter the root password.
e Solaris—Enter root for the user name and enter the root password.

User Level

Logging in as a User partially restricts your access to the storage space, as described in this table.

Users can... User’s can't...

Rescan controllers Create logical drives
Save activity logs Modify logical drives
Verify disk drives (with and without fix) Delete logical drives
Verify logical drives (with and without fix) Delete hot spares
Identify disk drives and enclosures Perform data migrations

Rebuild disk drives
Create hot spares

Access the same information as Guests (see the following section)

To log in as a User, use your normal network user name and password.
Guest Level
Logging in as a Guest restricts your access to the storage space to “view-only”.

You can see all local and remote systems and view their properties windows, view event logs,
save configuration files and support archives, and browse the online Help.

You cannot make any changes to the storage space.

To log in as Guest, click Cancel on the Login window.
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Starting and Logging In
Note: You need root privileges to run Adaptec Storage Manager.

To start Adaptec Storage Manager and log in on the local system, follow the instructions for
your operating system:

e For Windows, see the following section.

e For Linux, see page 29.

e For UnixWare or OpenServer, see page 29.
e For Solaris, see page 29.

e For FreeBSD, see page 29.

Windows

1 From the Start menu, select Programs > Adaptec Storage Manager > Adaptec Storage
Manager.

The main window opens.
2 In the Enterprise View, expand Direct Attached Storage, then select the local system.

File View Remote Actions Help
@Add Create Silence [E= Properties f

Enterprise view

.F'_F Direct Attached Storage
19 hou2 287 a.adaptec.com (Local system)

File Yiew Remote Actions Help
[ ada Create Silence [= Properties E

Enterprise view
¢ [ Direct Attached Storage

*User name: hataliew

*Password: [~

*Cilick Cancel'to fog in with guest privileges.

| Connect || Cancel || Help |

3 Enter your LAN user name and password, then click Connect. (See Understanding
Permission Levels on page 27 for more information.)

4 If Adaptec Storage Manager detects a new controller on the local system, the New
Hardware Detected window opens. Click Register Now, then follow the on-screen
instructions to complete the registration.

5 Continue with Enabling Statistics Logging in Adaptec Storage Manager on page 30.
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Linux

1

5

Type the following command to change to the Adaptec Storage Manager installation
directory:

cd /usr/StorMan
Type the following command and press Enter:
sh StorMan.sh

When the Log In dialog box appears (see page 28), enter your LAN user name and
password, then click Connect. (See Understanding Permission Levels on page 27 for more
information.)

If Adaptec Storage Manager detects a new controller on the local system, the New
Hardware Detected window opens. Click Register Now, then follow the on-screen
instructions to complete the registration.

Continue with Enabling Statistics Logging in Adaptec Storage Manager on page 30.

UnixWare or OpenServer

1 Change to the directory where Adaptec Storage Manager is installed:
cd /opt/RaidMan
2 Launch the Adaptec Storage Manager script:
sh RaidMan.sh
3 If prompted, register the controllers on the local system.
4 Continue with Enabling Statistics Logging in Adaptec Storage Manager on page 30.
Solaris

To start Adaptec Storage Manager:

1 Change to the directory where Adaptec Storage Manager is installed:
cd /usr/StorMan
2 Launch the Adaptec Storage Manager script:
sh StorMan.sh
3 If prompted, register the controllers on the local system.
4 Continue with Enabling Statistics Logging in Adaptec Storage Manager on page 30.
FreeBSD
1 Change to the directory where Adaptec Storage Manager is installed:
cd /opt/StorMan
2 Launch the Adaptec Storage Manager script:
sh StorMan.sh
3 If prompted, register the controllers on the local system.
4 Continue with Enabling Statistics Logging in Adaptec Storage Manager on page 30.
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Enabling Statistics Logging in Adaptec Storage Manager

When you log in for the first time, Adaptec Storage Manager prompts you to enable statistics
logging on your system. Once you enable statistics logging, Adaptec Storage Manager
periodically “calls home,” and sends the data to Adaptec or another designated contact for
analysis. (See Logging Statistics for Remote Analysis on page 119 for more information.)

Iz‘ Adaptec is constantly striving to optimize the performance of its

storage cantrollers. To support this goal, Adaptec requests yaur
permission to periodically gather KO statistics and canfiguration
details from your contraller and transmit that infarmation back to
Adaptec far analysis. Permitting this aperation will not impact your
cantroller's performance, and none of your stored data will be
transmitted. Ifyou change your mind, you can easily disahle the Call
Home feature using Adaptec Storage Manager.

Do you agree to let Adaptec Storage Manager periodically send
cantroller usage information to Adaptec?

Click Yes to enable statistics logging. (If you change your mind, you can turn off statistics
logging later.) The Advanced Statistics Manager window opens and you are prompted to enter
your proxy server settings.

£| Adaptec Storage Manager Agent Advanced Statistics - [ BLO2073A.adaptec.com ] |Z||E‘b_?|
File View Actions Help

@ Help

f J General settings @ Motifications r’EI Email Motifications r (D Tasks r f Advanced Statistics

Etatiics 1000 uEncy) £'| Call Home connection settings

15 min 1hr
Save as .CSY N
u Instructions

1. Enteryour HTTP proxy information if your netwark reguires
use of & proxy.

2. Click 'Send Call Haome test message’.

3. Ifthe test does not succeed, use the diagnostic infarmation

Statistics transmit frequency

222 e e rovided to solve the problem. Ifyou need help, contact your
@ 042152008 10:43:15 AM EDT Advanced Statistics Manager  Succes R twork administ tp - I % u
@ 0472172008 10:41°58 AM EDT Advanced Statistics Manager  Gall Ho LERRCINE TS O
@ 042152008 10:40:10 AM EDT Advanced Statistics Manager  Call Hol
HTTP proxy settings
HTTF prosy || |

HTTP prosy part | |

| Send Call Home test message |

| 0K | | Cancel | | Help |

Enter your proxy server name and port number (if your network uses a proxy server), then
click Send Call Home test message. A message appears indicating either that the test message
was sent successfully or that the test failed. (Click OK to clear the message.)

Click OK to close the Call Home connection settings window. Then close the Advanced
Statistics Manager window.

Continue with Starting Adaptec Storage Manager on Remote Systems on page 31.
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Starting Adaptec Storage Manager on Remote Systems

The next step is to start Adaptec Storage Manager on all the remote systems in your storage
space. (For more information about ‘remote’ systems, see page 26.)

You can run the full application on each system. Alternatively, if your storage space includes
systems that aren’t connected to monitors (and therefore won’t require the user interface
described in this User’s Guide), you can run the Agent only. You may want to do this if system
resources are limited, or if you want more system resources available for other tasks. (For more
information, see About the Adaptec Storage Manager Agent on page 14.)

To start:
e The full application, see Starting and Logging In on the Local System on page 27.

e The Agent only, see page 31.

Starting the Full Application

To start the full Adaptec Storage Manager application, follow the instructions in Starting and
Logging In on the Local System on page 27.

Starting the Agent Only

To start the Adaptec Storage Manager Agent only, follow the instructions for your operating
system:

e For Windows, see the following section.
e For Linux or VMWare, see page 31.
e For UnixWare or OpenServer, see page 32.

e For Solaris, see page 32.

Windows

On systems running Windows, the Adaptec Storage Manager Agent starts automatically when
the system is powered on.

To verify that the Agent is running:
1 Open the Windows Control Panel.
2 Double-click Administrative Tools, then double-click Services.

3 In thelist of services, check that the Adaptec Storage Manager Agent is installed and
running. If it’s not, you can choose to restart it.

Linux or VMWare

On systems running Linux or VMWare, the Adaptec Storage Manager Agent starts
automatically when the system is powered on.

To verify that the Agent is running:
1 Open a shell window.
2 Enter this command: ps -ef | grep StorAgnt.sh

If the Agent is running, it’s listed as sh StorAgnt.sh.
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UnixWare or OpenServer

To start the Agent, enter this command:
sh /opt/RaidMan/RaidAgnt.sh
When the Agent has started, a copyright message appears.

Note: To have the Agent run automatically at system start-up, add this line to the /etc/inittab and
/etc/conf/init.d/kernel files: nfra:12346:once:sh opt/RaidMan/RaidAgnt.sh

Solaris
To start the Agent, enter this command:

svcadm enable ADPTstor_agent

Logging into Remote Systems from the Local System

Once Adaptec Storage Manager or the Adaptec Storage Manager Agent (see page 14) is
running on all systems in your storage space, the next step is to log in to the remote systems
from the local system.

Once you have logged in to a remote system, it automatically appears in the Enterprise View
each time you start Adaptec Storage Manager on the local system. You can work with a remote
system’s controllers, disk drives, and logical drives as if they were part of your local system.

Note: Adaptec Storage Manager has a wizard to help you manage the remote systems in your
storage space. The wizard simplifies the process of connecting to remote systems and adding them
to the Enterprise View. For more information, see Managing Remote Systems on page 127.

To log in to a remote system:
1 Inthe Enterprise View, select either Direct Attached Storage or the Local System.
2 From the Actions menu, select Add managed system.

file View Remote | Actions | Help
@ Add @ Add managed system

% it
Enterprise view - i

— g E=| Properties E
UM = Direct Attache e Ly

—T
@huuzza?a.adamec.cum (Local system) @ ol

The Add Managed System window opens.

v' Add managed system
Hote: The system must be running the Adaptec Storage Manager.

Host name or TCPAP address: japtery= ‘ A

System startup port number: (34 571

*User name: admin

*Password: [

Save user name/password

* Required field If securilly is enabied.

Connect || Cancel || Help |
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3 Enter the host name or TCP/IP address of the remote system. Or select a system from the
drop-down list.

4 Enter the startup port number of the remote system. The default port number is 34571.
5 Click Connect.

Adaptec Storage Manager connects to the remote system and adds it to the list of managed
systems in the Enterprise View.

File View Remote Actions Help
[ add E= Properties £

Enterprise view

W= Direct Attached Storage
1% hou2287 a.adaptec.com {Local system)

2% HIL6617.adaptec.com

Note: You must log in to a remote system with the proper permission level to complete the
tasks you wish to perform. See Understanding Permission Levels on page 27 for more
information.

6 If Adaptec Storage Manager detects a new controller on the local system, the New
Hardware Detected window opens. Click Register Now, then follow the on-screen
instructions to complete the registration.

7 Continue with Creating Logical Drives on page 34.

Removing a Remote System

If you no longer want to monitor a remote system, you can remove it from the Enterprise View
of Adaptec Storage Manager.

Removing a remote system does not take it off-line.

Note: Adaptec Storage Manager has a wizard to help you manage the remote systems in your
storage space. The wizard simplifies the process of a removing remote systems from the Enterprise
View. For more information, see Managing Remote Systems on page 127.

To remove a remote system:

1 Inthe menu bar of the main window, select Remote, select Remove managed system, then
click the system you want to remove.

The Remove Managed System window opens.

2 Ifyou want to continue receiving events from the remote system after it’s been removed
from the local system, select Continue to receive events from the remote system from the
drop-down menu.

3 Click OK.

The remote system is removed from the Enterprise View of Adaptec Storage Manager.
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Creating Logical Drives

Adaptec Storage Manager has a wizard to help you create (or configure) logical drives, and
offers two configuration methods to choose from, depending on your needs:

e Express configuration (basic)—Automatically creates logical drives by grouping together
same-sized physical drives, and assigns RAID levels based on the number of physical disk
drives in the logical drive.

Use the express method when you want to use all available disk drives in the most efficient
manner. For instructions, see page 34.

e Custom configuration (advanced)—Helps you group disk drives, set RAID levels,
determine logical drive size, and configure advanced settings manually.

Use the custom method when you want to create specific logical drives with any or all
available disk drives. For instructions, see page 37.

Note: Adaptec recommends that you not combine SAS and SATA disk drives within the same
logical drive. Adaptec Storage Manager generates a warning if you try to create a logical drive using
a combination of SAS and SATA disk drives.

Express Configuration: The Easy Way

When you use express configuration, Adaptec Storage Manager automatically creates logical
drives by grouping together same-sized physical disk drives, and assigns RAID levels based on
the number of physical disk drives in a logical drive:

e Alogical drive with three or more physical disk drives is assigned RAID 5.
e Alogical drive with two physical disk drives is assigned RAID 1.

e Alogical drive with only a single physical disk drive becomes a simple volume, which does
not offer redundancy.

Note: To create a logical drive with any other RAID level, you must use the custom method, as
described on page 37. See Selecting the Best RAID Level on page 152 for more information about
RAID levels.

By default, logical drive size is set by Adaptec Storage Manager and automatically maximizes
the capacity of the disk drives. However, you can choose to specify a size for a logical drive, if
required.

To build your storage space with the express method:
1 Inthe Enterprise View, select the system you want, then select the controller you want.
2  On the toolbar, click Create.

File ‘View Actions Help
¥ agd @,Create[\ ES) Properties

Enterprise view

¢ [ Direct Attached Storage
? @ localhost {Local system)

... Controller 1 (Adaptec 3805)

= Controller 2 {Adaptec 31605)
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3 When the wizard opens, ensure that Express configuration... is selected, then click Next.

The Configuration wizard guides you through the configuration of yvour controller. There are 8 physical drives
awailahle for configuration. Click Express or Custom; then, click Mext.

I Select a path through the configuration wizard.

@ Express configuration for controller 1
Click this choice to configure your Adaptec 32805 controller automatically.

) Custom configuration for controller 1
Click this choice to configure your Adaptec 38058 contraller manually.

[4] Il | [»]

| < Back " Next>[\l| Cancel || Help |

4 Review the information that is displayed.

Configuration summary. Below is the configuration summary for the controller. To accept and save this
configuration, click Apply.' To make changes, click the 'Modify! button.

l/ Configuration summary |

4 Click “Apphly”* to save your configuration changes.

Logical device | Size | Initialization | Hot spare
_'fsj RAID 5 101.458 GB Build Yes
_,_@ RAID 1 19,449 GB Quick Yes
Simple volume 0.684 GB Mone No

Modify logical devices |

| < Back | Apphy || Cancel || Help |

To exclude specific disk drives, specify a size for the logical drives, or to make other

changes to the configuration, click Modify logical devices. See Step 7 on page 38 for more
information.

Note: Some operating systems have size limitations for logical drives. Before you save the
configuration, verify that the size of the logical drive is appropriate for your operating system.
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5 Click Apply, then click Yes.

Adaptec Storage Manager builds the logical drive(s), indicated by a magnifying glass
moving across the new logical drive icon in the Logical Devices View. The configuration is
saved on the Adaptec controller and on the physical drives.

Logical devices

=[r]=[=]
13 Logical devices (3)

> 9.0

|— A magnifying glass means that a logical drive is being built.
It disappears once the logical drive has been created.

Note: To stop the creation of a new logical drive, right-click on the magnifying glass icon
(shown in the figure above), then select Stop current task. You can also change the priority of
the build task to High, Medium, or Low by selecting Change background task priority from the
same right-click menu.

Logical devices

=lt[=[=] ﬁ

3 Logical devices (1)
>

(@ Hints and tips

Ay Buildferify in progress. You cannot alter the configuration.

Stop current task %
Change background task priority »
Delete logical device

Properties

6 Repeat Steps 1 to 5 for each controller in your storage space, as required.

7 Continue with Partitioning and Formatting Your Logical Drives on page 36.

Partitioning and Formatting Your Logical Drives

The logical drives you create appear as physical disk drives on your operating system. You must
partition and format these logical drives before you can use them to store data.

Note: Logical drives that have not been partitioned and formatted cannot be used to store data.

Refer to your operating system documentation for more information.

Including More Systems in Your Storage Space

Note: Adaptec Storage Manager must be installed on every system that will be part of your storage
space.

If you have installed Adaptec RAID controllers on more than one system, to continue building
your storage space:

e From each individual system, log in to Adaptec Storage Manager and repeat Steps 1 to 7 to
continue building your storage space, or

e From your local system (the system youre working on), log in to all other systems in your
storage space as remote systems (see page 26), then repeat Steps 1 to 7 to continue building
your storage space.
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The maximum number of supported RAID controllers varies depending on your operating
system. See Controller Support on page 17 for more information.

To continue, see Managing Your Storage Space on page 41.

Custom Configuration (Advanced)

Custom configuration helps you build your storage space manually by stepping you through
the process of creating logical drives, setting RAID levels, and configuring other settings.

To build your storage space with custom configuration:

1

In the Enterprise View, select the system you want, then select the controller you want.

Note how many available disk drives are connected to the controller; this information will
be helpful as you create logical drives.

On the toolbar, click Create.

File View Remoie Actions Help
@ndd @,Create[\ Silence [= Properties

Enterprise view

? Direct Attached Storage
+ [ localhost (Local system)

.. Controller 1 {Adaptec 3805)

¥ Controller 2 (Adaptec 31605)

3 When the wizard opens, select Custom configuration..., then click Next.

The Configuration wizard guides you through the configuration of your controller, There are 16 physical drives availahble
far configuration. Click Express or Custormn; then, click Mext.

I Select a path through the configuration wizard.

) Express configuration for controller 2
Click this choice to configure your Adaptec 31605 controller autormatically.

® Custom configuration for controller 2
Click this choice to configure your Adaptec 316058 contraller manually.

[4] Il | Dl

| < Back | Hext = || Cancel || Help |
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4  Select a RAID level.

The most common RAID levels are listed first; advanced RAID levels are available by
clicking Advanced settings.

(1]

/ Select the RAID level for this logical device.

) RAID 0 {Striping, 2 or more drives required, not redundant)
) RAID 1 {Mirroring, 2 drives required, redundant)
@ RAID 5 {Striping with parity, 3 or more drives required, redundant)

= Advanced settings

) RAID 1E {Mirroring, 3 or more drives required, redundant)

) RAID 5EE {Striping with parity, built-in spare, 4 or more drives required, redundant)
) RAID 6 {Striping with dual parity, 4 or more drives required, redundant)

) RAID 10 {Striped mirrors, even number of drives required, redundant)

) RAID 50 {RAID-5 groups striped together, 6 or more drives required, redundant)
) RAID 60 {RAID-6 groups striped together, & or more drives required, redundant)
) JBOD disk {A single passthrough disk, not redundant, not bootable)

) Simple volume {A single drive segment, not redundant)

) Spanned volume  (Two or more concatenated drive segments, not redundant)

) RAID volume {Two or more concatenated logical drives, may be redundant)

Add logical device | < Back | Next > || Cancel || Help |

Note: To build a RAID Volume, see page 71. To build a JBOD disk, see page 73. See Selecting
the Best RAID Level on page 152 for more information about RAID levels.

5 Click Next.

6 On the left side of the window, enter a name for the logical drive. Names can include any
combination of letters and numbers, but cannot include spaces.

7  On the right side of the window, select the disk drives you want to use in the logical drive.
Adaptec Storage Manager prompts you to select the correct number of disk drives.

Note: Adaptec recommends that you not combine SAS and SATA disk drives within the same
logical drive. Adaptec Storage Manager generates a warning if you try to create a logical drive
using a combination of SAS and SATA disk drives.

Number of disk drives required

I

/ Click on 3 or more physical devices in the panel at right.

Physical devices TI=[=] [+]

Connector 0 {"CHD")

RAID level [5) RAIDS A A
Hame Logicald | Connector 1 ("CN1")
I Advanced settings I ] i)

Connector 2 {"CH2")

Connector 3 {"CH3")

31

| Remove logical device |

Add logical device | < Back | Hext = || Cancel || Help |
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By default, Adaptec Storage Manager automatically sets the size of the logical drive and
maximizes the capacity of the disk drives you select. (To set a custom size for the logical
drive, see Step 9.)

(Optional) Create a global hot spare by clicking the Create Global Hot Spare button, then
clicking on an available disk drive. (Alternatively, Ctrl+click an available disk drive.)
Available disk drives are represented by light blue icons.

A plus sign (+) appears to indicate that the selected disk drive will be a hot spare. (To
remove a hot-spare designation from a disk drive, Ctrl+click it.)

TE;.||4T$

Physical devices Create Global Hot Spare button

Connector O {"CHO™)

v B BB . S .

' Available disk drives are light-blue
Connector 1("CN1") |
L I A ] Physical devices T=1=] [+]

Connector 0 {"CHO")

T ) A global hot spare has a plus
Connector 1 ("CN1"} sign beside it
v & E &

See Creating and Managing Hot Spares on page 54 for more information.

(Optional) To set a smaller logical drive size or modify other settings for this logical drive
click Advanced Settings, then customize the settings as required. See Fine-tuning Logical
Drives on page 63 for more information.

[1]
I Click on 3 or mare, up to 13 physical devices inthe panel at right.
RAID level (5) RAD5
Hame Device 1

% Advanced settings
Capacity display units
Size (GB)

Stripe size (KB)
Write cache
Read cache
MaxlQ Cache
Initialize method
Initialize priority
Skip inttialization

Power management

.

7.3

56

M

Enabled {write-hack)

Enabled

Enabled

!Diﬁl
llnn

Remove logical device
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10 If you have no other available disk drives, skip to Step 12.

If you have available disk drives and want to create additional logical drives, click Add
logical device to open a new tab in the wizard.

Tab for second logical drive

New

—) Select the RAID level for this logical device.

' RAID 0 {Striping, 2 or more drives required, not redundant)
) RAID 1 {Mirroring, 2 drives required, redundant)
) RAID 5 {Striping with parity, 3 or more drives required, redundant)

[+ Advanced settings|

Add logical device k | < Back | Mext = || Cancel || Help |

11 Repeat Steps 4 to 10 for each logical drive that you want to create on the controller.

12 Click Next, then review the logical drive settings.

13

This example shows two logical drives with RAID 5 are ready to be created.

l/ Configuration summary |

—) Click “Apphy”* to save your configuration changes.
Logical device | Size | Initialization | Haot spare
_'Ej RAID 5 48.398 GB Build Yes
_,_@ RAID 5 19.363 GB Build Yes
| < Back | Apphy | | Cancel | | Help |

To make changes, click Back.

Note: Some operating systems have size limitations for logical drives. Before continuing, verify
that the size of the logical drive is appropriate for your operating system. For more information,
refer to your operating system documentation.

Click Apply, then click Yes.

Adaptec Storage Manager builds the logical drive(s), indicated by a magnifying glass
moving across the new logical drive icon in the Logical Devices View.

Logical devices

=[r]=[=]
13 Logical devices (3)

> 9.9

L A magnifying glass means that a logical drive is being built.
It disappears once the logical drive has been created.

The logical drive power timers window opens.
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14 Set the power timers for the logical drive. The power timers control power usage by the
logical device’s disk drives. See Maintaining an Energy-Efficient Storage Space on page 75
for more information.

£ Device 0 power timers

Setthe power management logical device timers.

Slowe down drives after: |MNever =
Fower off drives after:  |Mever =
Werify drives after: Mever =

| 0K || Cancel || Help |

Note: Adaptec Storage Manager prompts you to set power timers for each logical drive you
created in the wizard. If you did not enable power management for any logical drive, Adaptec
Storage Manager does not display the power timers window.

15 Repeat Steps 1 to 14 for each controller in your storage space, as required.
16 Partition and format your logical drives. See page 36 for more information.

17 When you've finished building your storage space, continue with Managing Your Storage
Space on page 41.

Managing Your Storage Space

Once your storage space is built, you can add systems, controllers, and disk drives to meet your
changing needs, then create logical drives by repeating the steps in this chapter.

The next section of this User’s Guide, Part II: Monitoring and Modifying Your Storage Space,
introduces the features of Adaptec Storage Manager and describes how to protect, monitor,
modify, and maintain your storage space.

To become familiar with the user interface of Adaptec Storage Manager, continue with
Exploring Adaptec Storage Manager on page 43.
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Monltonng and Modifying Your
Storage Space

In this part:

Exploring Adaptec Storage Manager......cccoeveviveieiinennen. 43
Protecting Your Data ......ccccoviiiiiiiiiiiiiicccee e 53
Modifying Your Direct Attached Storage .......cc.cocvvenennnns 58
Scheduling Recurring or Resource-Intensive Jobs.......... 80
Maintaining Physical Devices........c.cvvvviiiiiiiiiiiineieenne, 86
Monitoring Status and ACtiVity .....ccoeveiiiiiiiiiiiiiinen. 102

Updating and Customizing Adaptec Storage Manager .. 124

SoIVINg ProblemsS.......cooeiiiii e 135




Exploring Adaptec Storage Manager

In this chapter...
Working in Adaptec Storage Manager ........c.coerueuerereerereruererereseseneeseseseesssessesesenesessssesesesens
Overview of the Main WINAOW .......ccccuiiiiniiiniiiiiiccicc s
Revealing More Device INformation .......c.eeccveerireenieenincninectnetteiesesieeneeseseereseseeseenne
Checking System Status from the Main Window ........co.ccceeevneeninentnennneninceneeenieenenne
GettiNg HEIP ettt et s
Logging Out of Adaptec Storage Manager ..........ccocceeeeeeruercueenininieeereretsenienesesesesesessesesesenes
Uninstalling Adaptec Storage Manager .........c.cceceeeerueuereertreriereseseseseseesesesesesesessesesesesssssessens

Before you build your storage space, familiarize yourself with the main features of Adaptec
Storage Manager and learn to navigate to the information you need.
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Working in Adaptec Storage Manager

Adaptec Storage Manager provides multiple ways to work with its menus and windows.
Most menu options are available by:
e Selecting items from the menu bar.

e Clicking buttons on the tool bar.

e Right-clicking on components in the main window. (Only tasks and windows associated
with a specific component are available on right-click menus.)

For simplicity, the tasks in this User’s Guide are explained mainly using menu bar options.

About the Actions Menu

Most of the main tasks in Adaptec Storage Manager are available from the Actions menu on
the menu bar. Options that appear on the Actions menu vary, depending on which type of
component is selected in the main window. For instance, managed systems, disk drives, and
hot spares each have specialized Actions menus.

For an overview of all Actions menu options, see What options are on the Actions menu? on
page 164.

Overview of the Main Window

The main window of Adaptec Storage Manager has three main panels—left, right, and
bottom—in addition to the other features shown in this figure.

The left panel always shows the Enterprise View; the bottom panel always shows the event log.
Different information, or views, appear in the right panel depending on which component is
selected in the Enterprise View. (In this example, a controller is selected in the Enterprise View,
and the right panel displays the Physical Devices and Logical Devices Views.)

Enterprise Physical Devices Logical Devices
View View View
£| Adaptec Storage Minager E”E”g‘
Menu Bar —}file Wiew Remote #ctions Help
_I_ - ndd Create Silence Properties =] Events &), Configurg 42 Help [l dqpl’ec
Tool Bar — - - - - f
Enterprise view Physical devices Logical devices
7 [ Direct Attached Storage [e[r][=]=]
Direct 7 [ localhost (Local system) ..EE
Connector 0 ("CNO" 3 Logical devices (3
Attached ¥ Controller 2 (Adaptec 31605) P renon 0 Los oos
Storage raaa e 0.5
branch Connector 1{"CN1")

F & & & @

\ Date | Time | Source | Description \
@12“ 412007 02:40:26 PM PST localhost Deleted logical device: controller 2, logical device 1 ("Device .|~
Event Log— _@12{1 42007 02:34:37 PM PST localhost Euildrveriy complete: cantraller 2, logical device 1 CDevice 1.1 =
331211412007 02:33:41 PM PET localhost BuildingiVerifying: contraller 2, logical device 1 {'Device 1. |
— — |
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Resize the panels and scroll horizontally or vertically as required, to view more or less
information.

The Enterprise View

The Enterprise View is an expandable tree with one main branch, the Direct Attached Storage
branch, which displays automatically if you selected Direct Attached Storage when you
installed Adaptec Storage Manager.

Under Direct Attached Storage, the Enterprise View lists the local system (the system you’re
working on) and any remote systems with direct attached storage that you have logged in to
from the local system. (See ‘Local’ or ‘Remote’? on page 26 for more information.)

Expand a system in the Enterprise View to the see its controllers.

When you select a component in the Enterprise View, the controllers, disk drives, or logical
drives (“devices”) associated with it appear in the right-hand panel of the window, as shown in
these figures.

Enterprise view | Physical devices | | Logical devices
[¢ CF Direct Attached Storage .. Controller 1 (Adaptec 52445) EIREIR l:' [B] 2]
9 @ bhouz287a.adaptec.com {Local system)
.. Controller 1 (Adaptec 52445) Connector 0 ["CNU"] [% Lugical devices (2]
= Controller 2 (Adaptec 3805) N N b Ej @
[@® HIL6617.adaptec.com +21 4

Connector 1 {"CN1"}
D A b éh &

Connector 2 ("CH2")

By selecting a controller in the ...the disk drives (shown above) or enclosures and disk drives
Enterprise View... (shown below) connected to it and the logical drives created with
those disk drives appear in the Physical and Logical Devices Views.

| Enterprise view | Physical devices | | Logical devices
¢ [ Direct Attached Storage .. Controller 3 (Adaptec 48005AS) @y |E| T | El '==| D | [Bl |
? @ hou2287a.adaptec.com (Local system)
¥4 Controller 1 (Adaptec 52445) Enclosure 0 {ADAPTEC SANbloc $50) 1 Logical devices (1)

¥ Controller 2 (Adaptec 3805) -

. Controller 3 (Adaptec 4800SAS) boé oé D dda oo >3
¥ HIL6617.adaptec.com b e aaa s

You can perform most tasks by selecting a controller in the Enterprise View and working with
its associated devices in the Physical and Logical Devices Views.
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What do the Enterprise View icons mean?

Icon Description

@ System with direct attached storage controller and directly attached disk drives or enclosures

Enclosure
Controller

The Physical Devices View

When you select a controller in the Enterprise View, information about the physical devices
connected to that controller appear in the Physical Devices View. Disk drives designated as hot
spares have plus signs (+) beside them.

Enterprise view | Physical devices
[ ¢ B[ Direct Attached Storage
9 @ houz 287 a.adaptec.com {Local system)
Connector 0 (“CNO™
¥ Controller 2 (Adaptec 3805) Bty e oy e
¥ Controller 3 (Adaptec 42005AS) R
[ HIL6617.adaptec.com
Connector 1 {"CH1")
P LA
Connector 2 ("CH2")
P Y
Connector 3 ("CH3™)
P e O @
Connector 4 {("CH4")
P e e a e
Q Connector 5 (“CN5")
P e e e a
Onhoard expander
Controller 1... ...has six connectors and one
onboard expander, and is
connected to 28 disk drives.
Hold your cursor over any disk drive to see its status, connector/ID number, and
maximum speed. You can also click the arrow, shown at right, to see this same

information. See Revealing More Device Information on page 49 to change how disk drives
are represented.

To view the logical drives associated with a particular disk drive, see The Logical Devices View
on page 47.
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What do the icons in the Physical Devices View mean?

Icon Description

Ready disk drive, not part of any logical drive

Disk drive with some space allocated to a logical drive, and some space available
Disk drive with no free space

EI Failed disk drive

Healthy global or dedicated hot spare protecting at least one logical drive (See Creating and
Managing Hot Spares on page 54 for more information.)

Hot spare with error (see page 55 for more information)

Hot spare being built into logical drive after disk drive failure

Hot spare built into logical drive after disk drive failure

%E) Ready Solid State Drive (SSD), not part of any logical drive or MaxIQ pool

wene, | Solid State Drive assigned to MaxIQ pool

Controller

IE' Enclosure Management Device (represents an enclosure connected to your controller)

The Logical Devices View

When you select a controller in the Enterprise View, information about the logical drives and
arrays associated with that controller appear in the Logical Devices View. (A logical drive is a
group of physical disk drives that your operating system recognizes as a single drive. For more
information, see Understanding Logical Drives on page 59.)

Enterprise view | Physical devices | | Logical devices
¢ [ Direct Attached Storage .. Controller 1 (Adaptec 52145) |E| T | El ‘==| |:| | [Bl |
] @ hou2287a.adaptec.com {Local system)
.. Controller 1 (Adaptec 52445) Connector 0 {"CND") (% Logical devices (2)
¥ Controller 2 (Adaptec 3805) Do e e > Ej Ej
[ HIL6617.adaptec.com L QoL Lo el e

Connector 1{"CH1")
b o & & &

Connector 2 {"CH2")
P o é O @

Controller 1 is connected to... ...28 disk drives (some not shown ...from which two logical
here)... drives have been created.

The RAID level of a logical drive is indicated by the number inside the logical drive’s
icon. For instance, the logical drive shown at right has RAID 1. Logical drives protected ~ L**
by hot spares have plus signs (+) beside them, as shown at right.

Hold your cursor over any logical drive to see its name, status, and size. You can also click .
the arrow, shown at right, to view this same information for all the logical drives at once.
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Click on a logical drive to highlight the disk drives that comprise it in the Physical Devices
View.

Physical devices | | Logical devices

¥4 Controller 1 |E|T|§|='=| D |[?.=-| |

Connector 0 {"CND"} L% Logical devices {2}

i e > (5 W ——— Five disk drives (plus one hot spare)
comprise the selected RAID 6 logical

Connector 1 {"CH1") drive.

DL G G @

Connector 2 {"CH2")
L & & @ &

Connector 3 {"CH3")

b o

@ O @

You can also click on any disk drive to see which (if any) logical drive it belongs to. A disk drive
shaded in light blue is not part of any logical drive.

What do the icons in the Logical Devices View mean?

Icon Description

]
L3
@

A, e,

Logical drive

Logical drive with healthy hot spare
Logical drive being initialized
Logical drive being modified

Logical drive being rebuilt after disk drive failure
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Revealing More Device Information

You can reveal more information about disk drives and logical drives by using the View
buttons (circled below) to change what information displays.

Note: Not all views are available for all components.

Physical devices | Logi

.. Controller 2
Connector 0 {"CHD") [?3 Logical devices (2)
P e e e.o > .2 .05
Connector 1 ("CN1") Physical devi Logical devi
. . . ical devices ogical devices
b o & a e |
.. Controller 2 EE
Default View ] ]
(Text Vi ew) Connector 0 {"CHO™) [?j Logical devices (2)
% @ Device 0 - Optimal (9.766 GB) = +® LogicalB1 - Optimal {19.363 GB)
& Device 1 - Optimal (9.766 GB) +@ LogicalB2 - Optimal {29.051 GB)

Click the arrows to expand list

and reveal basic information. ) D 8- @D T @)

<. Diewvice 3 - Hot spare (9.766 GB)

i

Connector 1 {"CH1™)

< @ Device 0 - Optimal (48.828 GB)
&= Device 1. Optimal {19.531 GB)
&= Device 2 - Optimal {48.828 GB)
& Device 3 - Optimal (9.766 GB)

Click this button to see the size capacities of your disk Connector 1 ("CN1™)
= | drives. Disk drives or segments of disk drives that are v @ 0 . 1]
included in logical devices are shaded brown. & O i 0
& O I 8]
@ O 0

= | Click this button to see the size capacities of your disk drives | connector 1 ¢cn)
=

relative to each other. v & I
- ——
& 1
aa 1
If your controller is connected to an enclosure, click this SaNblaE S50
button to see all the disk drives in the enclosure. oo
Note: Not all enclosures are supported by Adaptec Storage £ @ @
Manager. Unsupported enclosures do not appear in e e a6 éa

Enclosure View.
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Checking System Status from the Main Window

Adaptec Storage Manager includes an event log for at-a-glance system status and activity
information. The event log provides status information and messages about activity (or events)
occurring in your storage space. Double-click any event to see more information in an easier-
to-read format.

| pate | Time | Source | Description
@ 121852007 0232135 PM PST hou2287a.adapte... Buildierify complete: contraller 2, logical device 1 ('LogicalB2").
@ 121802007 022129 PMPET hou2287a.adapte.. Buildierify complete: controller 2, logical device 0 {'LogicalB1").
@121’1 82007 02:20:45 PM PST houZ287a.adapte... Buildingterifying: controller 2, logical device 1 {"LogicalB2").
@12J’1 gr2007  02:20:45 PM PET hou2287a.adapte... Building®erifying: controller 2, logical device 0 {"LogicalB1").
@121’1 812007 02:20:45 PM PST hou2287a.adapte.. Added logical device: controller 2, logical device 1 "LogicalB2"...

Warning- and Error-level icons, shown at right, appear next to components  Enclosure @,

(such as systems and logical drives) affected by a failure or error, creating a Warning
trail, or rapid fault isolation, that helps you identify the source of a problem  Disk Drive EI
when it occurs. See Identifying a Failed or Failing Component on page 136 for Error

more information.

If your storage space includes a controller with a temperature sensor, or an enclosure with an
enclosure management device, such as a SCSI Accessed Fault-Tolerant Enclosure (SAF-TE)
processor, temperature, fan, and power module status is displayed by status icons in the
Physical Device view, as shown in the next figure. These status icons change color to indicate
status (see page 105).

Physical devices
Status Icons

.. Controller 3 & I tul
(N}
Enclosure 0 {ADAPTEC SANbloc S50) @ ﬂ l*.
OO OO OO O L— Power Module Status
aen a e Temperature Status

Fan Status

For more information, see Monitoring Status and Activity on page 102.

Note: By default, all Warning- and Error-level events activate an audible alarm. See If your
enclosure does not have an enclosure management device, the status icons appear but do not
indicate status. on page 105 for more information.

Getting Help

Adaptec Storage Manager online Help includes conceptual information, glossary definitions,
and descriptions of on-screen menus and items, in addition to step-by-step instructions for
completing tasks.

To open the online Help, click the Help button (shown at right). Alternatively, press -@ Help
the F1 key, or in the menu bar select Help, then click Search or Contents. -

Press the Help button in a dialog box or wizard for help with that specific dialog box, window,
or procedure.

Additionally, you can find the most commonly asked-about information in Quick Answers to
Common Questions... on page 161 of this User’s Guide.
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Logging Out of Adaptec Storage Manager

To log out of Adaptec Storage Manager:
1 Inthe Enterprise View, click on the local system.
2 In the menu bar, select Actions, then click Log out.

file View Remote | Actions | Help

[ add Log out %s
1]

Agent acti

Save support archive

m

Enterprise view

Direct Attact
i % —— Change display group »

] Properties

You are logged out of Adaptec Storage Manager.

Logging Back In

To log in to Adaptec Storage Manager:

1 Inthe Enterprise View, click on the local system.
2 In the menu bar, select Actions, then click Log in.

3 Enter your user name and password, then click Connect.

Uninstalling Adaptec Storage Manager

To uninstall Adaptec Storage Manager, follow the instructions for your operating system.

Uninstalling From Windows Systems

To uninstall Adaptec Storage Manager from a Windows system, use the Add or Remove
Programs tool in the Control Panel. All Adaptec Storage Manager components are uninstalled.

Uninstalling From Linux Systems
To uninstall Adaptec Storage Manager from a Linux system, type this command:
rpm --erase StorMan

Adaptec Storage Manager is uninstalled.

Uninstalling From UnixWare or OpenServer Systems

To uninstall Adaptec Storage Manager from a UnixWare or OpenServer system, type this
command:

pkgrm StorMan

Adaptec Storage Manager is uninstalled.
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Uninstalling From Solaris Systems
To uninstall Adaptec Storage Manager from a Solaris system, type this command:
pkgrm StorMan

Adaptec Storage Manager is uninstalled.

Uninstalling From FreeBSD Systems
To uninstall Adaptec Storage Manager from a FreeBSD system, type this command:

pkg_delete Storman-x.x.x-x86 Or pkg_delete Storman-x.x.x-amd64
where x.x.x is the package version.

Adaptec Storage Manager is uninstalled.

Uninstalling From VMWare Systems
To uninstall Adaptec Storage Manager from a VMWare system, type this command:

rpm --erase StorMan

Adaptec Storage Manager is uninstalled.
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In addition to the standard (RAID 0, RAID 1, RAID 5, RAID 10, RAID 50) and enhanced
(RAID 1E, RAID 5EE, RAID 6, RAID 60) RAID levels, controllers with the Adaptec Advanced
Data Protection Suite include additional methods of protecting the data on your storage space.

This chapter describes how to use hot spares and copyback to protect your stored data.
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Creating and Managing Hot Spares

A hot spare is a disk drive that automatically replaces any failed drive in a logical drive, and can

subsequently be used to rebuild that logical drive. (For more information on recovering from a

disk drive failure, see page 137.)

Hot Spare Limitations

e You can’t create a hot spare for RAID 0 logical drives, simple volumes, or spanned volumes.

e You can't create a hot spare from a disk drive that is already part of a logical drive.

e You should select a disk drive that is at least as big as the largest disk drive it might replace.

e Adaptec recommends that you not designate a SAS hot spare for a logical drive comprising
SATA disk drives, or a SATA hot spare for a logical drive comprising SAS disk drives.

Dedicated Spare or Global Spare?

A global hot spare is not assigned to a specific logical drive and will protect any logical drive on
the controller (except RAID 0 logical drives). You can designate a global hot spare before or
after you build logical drives on a controller; you can also designate a global hot spare while
you're creating a logical drive. To designate a global hot spare, see page 54.

A dedicated hot spare is assigned to one or more specific logical drives and will only protect
those logical drives. (A dedicated hot spare that has been assigned to protect more than one
logical drive is called a pool spare.) You must create the logical drive before you can assign a
dedicated hot spare. To assign a dedicated hot spare or pool hot spare, see page 55.
Designating a Global Hot Spare

This section describes how to designate a global hot spare before or after you build a logical drive.
Note: To designate a global hot spare while you're creating a logical drive, see Step 7 on page 38.

To designate a global hot spare:

1 In the Enterprise View, click the controller on which you want a global hot spare.

2 In the Physical Devices View, click the disk drive you want to designate as a hot spare. (See
Hot Spare Limitations for help selecting a disk drive.)

3 Click the Create global hot-spare drive button.

Physical devices | Logical devices

184 Controller 1 T| Elﬂ

Connector 0 {"CHO") [% Logical device{ Create a global hot-spare drive |
A - | > ® 0

R R
e 5.9

A plus sign appears beside the selected disk drive, indicating that it’s designated as a hot
spare. (A yellow plus sign indicates an error. See What Do the Hot Spare Icons Mean? on page
55 for help solving the problem.) A plus sign also appears beside each existing logical drive.

Any other logical drives created on the controller will automatically be protected by that
global hot spare.
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Assighing a Dedicated Hot Spare or Pool Hot Spare

A dedicated hot spare is assigned to one or more specific logical drives. (A dedicated hot spare
that has been assigned to protect more than one logical drive is called a pool hot spare.)

Note: You must create the logical drive before you can assign a dedicated hot spare.

To assign a dedicated or pool hot spare:

1 Inthe Enterprise View, click the controller on which you want a dedicated hot spare.
2 In the Physical Devices View, click the disk drive you want to designate as a hot spare. (See
Hot Spare Limitations on page 54 for help selecting a disk drive.)
3 In the menu bar, select Actions, then click Create dedicated hot-spare drive for, then click
the name of the logical drive (in this example, Device 1).
File View Remote |Actions | Help
@I Add @, Create Create simple volume
- : Create dedicated hot-spare drive for } Logicala
Enterp_rlse view Create hot-spare drive Device 1
? % %9;;[:"2“2:';':.’?1 Set drive state to failed
¥ Controll Change write-cache mode to write through )
¥ Controll Clear e,
¥ Controll - it
o [ HLe617.000 Yo
Werify with fix ]
Secure erase =
Initialize
Blink physical drive )
Properties &
A plus sign appears beside the selected disk drive, indicating that it’s designated as a
dedicated hot spare. (A yellow plus sign indicates an error. See What Do the Hot Spare
Icons Mean? on page 55 for help solving the problem.)
4 To use the same dedicated hot spare to protect another logical drive (create a pool hot

spare), repeat Step 2 and Step 3.
What Do the Hot Spare Icons Mean?

Action

Icon

Explanation

Healthy global or dedicated hot spare No action required.

Error on hot spare:

e Hot spare is not assigned to any logical
drives

e Create at least one logical drive on the same
controller

e Hot spare is too small to protect the
logical drive(s) it's assigned to

e Designate larger disk drive as hot spare

e Global hot spare was designated before
any logical drives were built

e Create at least one logical drive on the same
controller

Designate replacement or other available disk
drive as new hot spare; remove ‘hot spare’
designation from disk drive (see Removing or
Deleting a Dedicated Hot Spare)

Hot spare has been built into a logical drive
after disk drive failure
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Removing or Deleting a Dedicated Hot Spare

You can delete a dedicated hot spare or remove it from a logical drive. You may want to do this to:

Make disk drive space available for another logical drive.
Make a dedicated hot spare into a global hot spare.

Remove the ‘hot spare’ designation from a disk drive that is no longer being used as a hot
spare. (When a hot spare is built into a logical drive after a disk drive failure, it retains its
‘hot spare’ designation even though it can no longer protect the logical drives it’s assigned
to. See Recovering from a Disk Drive Failure on page 137 for more information.)

To remove or delete a dedicated hot spare:

1

2
3

In the Enterprise View, click the controller associated with the hot spare.
In the Physical Devices View, click the hot spare.

In the menu bar, select Actions, then click Delete dedicated hot-spare drive, or click
Remove dedicated hot-spare drive from, then select the logical drive you want (in this
example, Device 1).

file View Remote |Actions | Help
[ add [ create Create dedicated hot-spare drive for » %
- : R dedicated hot-spare drive from » | Device 1
(TR Delete dedicated hot-spare drive
¢ {3 Direct Attache Set drive state to failed
¢ [@¥ bou2287a.a

¥4 Controll( Change write-cache mode to write through )
¥ Controll .
¥ Controll - - . .
o @ HILGG17.ad Blink physical drive
Properties )

The hot spare is deleted or removed, and the disk drive becomes available for other uses in
your storage space.

Deleting a Global Hot Spare

You can delete a global hot spare. You may want to do this to:

Make disk drive space available for another logical drive.
Make a global hot spare into a dedicated hot spare.

Remove the ‘hot spare’ designation from a disk drive that is no longer being used as a hot
spare. (When a hot spare is built into a logical drive after a disk drive failure, it retains its
‘hot spare’ designation even though it can no longer protect the logical drives it’s assigned
to. See Recovering from a Disk Drive Failure on page 137 for more information.)

To remove or delete a dedicated hot spare:

1
2

In the Enterprise View, click the controller associated with the hot spare.

In the Physical Devices View, click the hot spare.
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3 Inthe menu bar, select Actions, then click Delete hot-spare drive.

file View Remote | Actions | Help
@ Add @’ Create Delete hot-spare drive % e @
Set drive state to failed

Change write-cache mode to write through

Enterprise view

? % Direct Attached
¢ [ bouz287a.a

i Controlly Blink physical drive )
F Controllt = properties
_ L Controlll. .,-\ ,p ¥ m

The hot spare is deleted and the disk drive becomes available for other uses in your storage
space.

Enabling Copyback

When a logical drive is rebuilt using a hot spare (see page 137), data from the failed drive is
transferred to the hot spare. When copyback is enabled, data is moved back to its original
location once the controller detects that the failed drive has been replaced. Once the data is
copied back, the hot spare becomes available again.

To enable or disable copyback, in the Enterprise View, right-click the controller, then click
Enable or Disable copy back mode. (The copyback setting is a toggle switch.)
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This chapter explains how to create and modify logical drives, optimize logical drive
performance, and use Adaptec Storage Manager’s power management features to maintain an

energy-efficient storage space.
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Understanding Logical Drives

A logical drive is a group of physical disk drives that appears to your operating system as a
single drive that can be used for storing data.

A logical drive can comprise one or more disk drives and can use part or all of each disk drive’s
capacity.

It is possible to include the same disk drive in two different logical drives by using just a
portion of the space on the disk drive in each, as shown in the following figure.

Three Disk Drives

(500 MB Each)
Y One RAID 5 Logical
One RAID 1 S~ Drive
Logical Drive L 250 MB | 250 MB T
T ™S 250 MB
\:_/ v
Available | 250 MB >
Space | 250 MB
~ . N
A TN
\“_///V 250 MB
X ~_
N 250 MB ! 250 MB -
Appears to Operating Appears to Operating
System as one System as one
250 MB disk drive 500 MB disk drive

Disk drive space that has been assigned to a logical drive is called a segment. A segment can
include all or just a portion of a disk drive’s space. A disk drive with one segment is part of one
logical drive, a disk drive with two segments is part of two logical drives, and so on. A segment
can be part of only one logical drive. When a logical drive is deleted, the segments that
comprised it revert to available space (or free segments).

A logical drive can include redundancy, depending on the RAID level assigned to it. (See
Selecting the Best RAID Level on page 152 for more information.)

Once a logical drive has been created, you can change its RAID level or increase its capacity to
meet changing requirements. You can also protect your logical drives by assigning one or more
hot spares to them. (See page 54 for more information.)
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Creating and Modifying Logical Drives

For basic instructions for creating logical drives, see Building Your Storage Space on page 25.

This section describes three additional scenarios for creating logical drives, and provides
instructions for modifying a logical drive as it’s being created.

To create a new logical drive of a specified size, see the following section.
To create a logical drive from different-sized disk drives, see page 61.

To create a logical drive using available segments of disk drives, see page 62.
To stop the creation of a new logical drive, see page 62.

To change the priority of a new logical drive’s creation, see page 62.

Creating a Logical Drive of a Specified Size

As described in Step 7 on page 38, Adaptec Storage Manager automatically sets the size of a
new logical drive to maximize the capacity of the disk drives that it comprises. However, you
can choose to set the size for a new logical drive. You may want to do this to maximize your
available disk drive space, or allocate available space to more than one logical drive.

To set the size of a logical drive:

1
2

Complete Steps 1 through 7 in Custom Configuration (Advanced) on page 37.
Click Advanced Settings.
The maximum size of the logical drive appears in the Size (GB) box.

Enter the new size for the logical drive. The size you enter must be less than or equal to the
maximum size.

Click Next.
Review the logical drive settings, click Apply, then click Yes.

Adaptec Storage Manager builds the logical drive. The configuration is saved in the
Adaptec controller and in the physical drives.

If the disk drives you used to create this logical drive have available space left over, you can
use them to create a new logical drive (see page 62), or to expand an existing logical drive
(see page 69).
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Including Different-sized Disk Drives in a Logical Drive

You can combine disk drives of different sizes in the same logical drive. If the logical drive
includes redundancy, however, the size of each segment can be no larger than the size of the
smallest disk drive. (See Selecting the Best RAID Level on page 152 for more information about
redundancy.)

Note: Adaptec recommends that you not combine SAS and SATA disk drives within the same
logical drive. Adaptec Storage Manager generates a warning if you try to create a logical drive using
a combination of SAS and SATA disk drives.

To create a logical drive with disk drives of different sizes, follow the instructions in Building
Your Storage Space on page 25.

When the logical drive is created, it appears similar to the example in the next figure, where a
RAID 5 logical drive includes two disk drives of one size and two of another—the disk drive
icons indicate that the two larger disk drives still have available space.

Physical devices | Logical devices
¥ Controller 2 =] 1] =]=]
Connector 0 ("CHD") @3 Logical devices (1)
% 42 Device 0- Hot spare (19.531 GB) > %
& Device 1 - Optimal {19.531 GB)
Disk drive icons show &> Device 2 - Optimal (48.828 GB)

space still available 4@ Device 3 - Optimal (48.828 GE)

The Full Size Capacity View of the same RAID 5 logical drive shows that the larger disk drives
still have available space (free segments, indicated in light-blue) that is not part of a logical
drive. It also shows that the disk drive designated as a hot spare is large enough to replace any
of the disk segments included in the logical drive.

Physical devices | Logical devices
¥ Controller 2 =] 1] =]=]
Connector 0 ("CHD") @3 Logil devices (1)
v g O & A B LS
g [ ]
g [ 1 8]
g [ 1 8]

|— Light-blue segments are not part of a logical drive
and are still available for use.

You can include a disk drive’s available space in a new logical drive (see page 62), or add it to
an existing logical drive (see page 69).
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Creating a Logical Drive Using Available Segments

Free segments on a disk drive can be used to create a new logical drive. (Each segment can only
be used in one logical drive at a time.)

To create a logical drive using free segments on disk drives:
1 Complete Steps 1 through 5 in Custom Configuration (Advanced) on page 37.

2 In the Physical Devices panel, select the disk drives and/or free disk drive segments you
want to use in the logical drive.

Note: Adaptec recommends that you not combine SAS and SATA disk drives within the same
logical drive. Adaptec Storage Manager generates a warning if you try to create a logical drive
using a combination of SAS and SATA disk drives.

In this example, two free segments of larger disk drives are combined with smaller disk
drives to create a RAID 5 logical drive.

Physicaldevices [T[=S[=] [+ ]| Selected:4
I Click on 3 or more, up to B physical devices in the
Connector 0 {"CNO™)
RAID level J5] RaD5 SR~ e —
Name Dievice? - Y E—
[ Advanced settings ¢ I : I I
¢ [ ] 1 ]
Connector 1{"CH1") I Free Segmentls of
> & =3 Iarger.dlsk.drlves
& == us.ed in logical
o drive
1] I [v]
| Remove logical device | | M [T

Add logical device | = Back | Hext = || Cancel || Help |

3 Click Next.

4 Review the logical drive settings.

5 Click Apply, then click Yes.
Adaptec Storage Manager builds the logical drive. The configuration is saved in the
Adaptec controller and in the physical drives.

Stopping the Creation of a Logical Drive

To stop the creation of a new logical drive, right-click the magnifying glass icon (shown £

at right), then select Stop current task.

Changing the Priority of the Creation of a Logical Drive

To change the priority of the creation of a logical drive to High, Medium, or Low, right-click
the magnifying glass icon, then select Change background task priority.

Note: To set the default priority for all tasks on the same controller, see Setting a Controller’s
Default Task Priority on page 93.
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Fine-tuning Logical Drives

You can fine-tune a new or existing logical drive to meet your needs by changing its name or
adjusting the Advanced settings described in this section. (Not all options are available for all
controllers or all RAID levels.)

Renaming a Logical Drive

To change the name of a logical drive:

1

2
3
4

In the Enterprise View, click the controller associated with the logical drive.

In the Logical Devices View, click the logical drive.

In the menu bar, select Actions, then click Change logical device name.

Type the new name, then click OK.

The logical drive is updated with its new name.

Adjusting a Logical Drive’s Advanced Settings

Note: The default settings in Adaptec Storage Manager are optimal for most users and storage
spaces. Only advanced users should change the settings described in this section.

To fine-tune a logical drive:

1

Open the list of Advanced settings.

If you are creating a new logical drive, follow the instructions in Step 7 on page 38.

If you are modifying an existing logical drive:

a
b

c

d

In the Enterprise View, click the controller associated with the logical drive.
In the Logical Devices View, click the logical drive.

In the menu bar, select Actions, then click Expand or change logical device (shown in
the figure in Step 3 on page 63.

Click Next, then click Advanced settings.

Modify the available settings as required for your logical drive (not all options are available
for all controllers or all RAID levels):

e Logical drive size (see page 60)
e Stripe size (see page 64)

e  Write cache (see page 64)

e Read cache (see page 64)

e Initialize priority (see page 65)
e Initialize method (see page 65)
e MaxIQ cache (see page 78)
Click Next.

To apply the changes immediately, click Apply.
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To schedule the changes for later, click Schedule, then set the date and time. (For more
information, see Scheduling a Task on page 81.)

Changing the Stripe Size

The stripe size is the amount of data (in KB) written to one partition before the controller
moves to the next partition in a logical drive.

Stripe size options vary, depending on your controller. Normally, the default stripe size
provides the best performance.

For RAID 6 and RAID 60 logical drives, the more disk drives there are in the logical drive, the
fewer the stripe size options.

Changing the Write Cache Setting

The write cache setting determines when data is stored on a disk drive and when the controller
communicates with the operating system.

e Disabled (write-through)—The controller sends (or writes) the data to a disk drive, then
sends confirmation to the operating system that the data was received. Use this setting
when performance is less important than data protection.

e Enabled (write-back)—The controller sends confirmation to the operating system that the
data was received, then writes the data to a disk drive. Use this setting when performance is
more important than data protection and you aren’t using a battery-backup cache.
Enabled is the default setting.

Note: (RAID 10, 50, and 60 only) All logical drives within a RAID 10/50/60 logical drive must have
the same write cache setting—either all write-through or all write-back.

To quickly change the write cache setting:
1 Click the logical drive you want.

2 In the menu bar, select Actions, click Configure write cache, then select Enabled or
Disabled as required.

The write cache setting is changed.

Changing the Read Cache Setting

When read caching is enabled, the controller monitors the read access to a logical drive and, if it
sees a pattern, pre-loads the cache with data that seems most likely to be read next, increasing
performance.

e Enabled—The controller transfers data from the logical drive to its local cache in portions
equal to the stripe size. Use this setting for the best performance when workloads are
steady and sequential. Enabled is the default setting.

e Disabled—The controller transfers data from the logical drive to its local cache in portions
equal to the system I/O request size. Use this setting for the best performance when
workloads are random or the system I/O requests are smaller than the stripe size. (For more
information about system I/O requests, refer to your operating system documentation.)

Note: To improve performance in read-intensive applications, use the MaxIQ™-compatible Solid
State Drives (SSD) in your system as a global read cache pool. For more information, see
Configuring the MaxIQ Cache on page 78.
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To quickly change the read cache setting:

1
2

Click the logical drive you want.

In the menu bar, select Actions, click Configure read cache, then select Enabled or
Disabled as required.

The read cache setting is changed.

Changing the Initialize Priority

The Initialize Priority setting determines the priority for the initialization of the logical drive.
The default setting is High, which means that the logical drive is initialized as quickly as possible.

Changing the Initialize Method

The Initialize Method setting determines how a logical drive is initialized (prepared for reading
and writing), and how long initialization will take. The settings are presented in order of
slowest to fastest method.

Build—(slowest) For RAID 1 logical drives, data is copied from the primary drive to the
mirror drive; for RAID 5 logical drives, parity is computed and written. Build is the default
setting for most logical drives (see Quick method below).

Adaptec Storage Manager performs build initializations in the background; you can use
the logical drive immediately.

Clear—Every block in the logical drive is overwritten, removing all existing data. You can’t
use the logical drive until the initialization is complete.

Quick—(fastest) The logical drive is made available immediately. Quick is the default
setting for RAID 1, RAID 1EE, and RAID 10 logical drives.
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Optimizing Logical Drive Performance

To ensure optimal performance of the logical drives in your storage space, you can select a
performance mode to improve I/O throughput based on the needs of your application. (This
feature is not supported on all controllers.) The following application-specific performance

modes are supported by Adaptec Storage Manager.

Performance Mode Performance Criteria

Dynamic (default) e Automatically adjusts

criteria based on
controller usage, RAID
level, and disk drive
type

e 100% Random

o 60%-80% Read

o 20%-40% Write

e 8Kb Blocks

Online Transaction
Process (OLTP)/
Database—a system that
facilitates and manages
transaction-oriented
applications, such as
data entry and retrieval
applications.

Best Performance

SAS:

o RO Sequential writes (all request sizes)
e RO File server and Web server

o R5 Sequential writes (all request sizes)
e R5 Web server

e R6 Web server

e R10 Sequential writes

o R10 Web server

SATA:

o RO Sequential reads (all request sizes)
o RO Sequential writes (all request sizes)
e RO File/print server

o R5 Sequential writes (256Kb request size)
o R5 Random writes

o R6 Sequential writes (all request sizes)
o R10 Sequential writes (all request sizes)
o R10 Workstation:

To select a performance mode for the logical drives on a controller:

1 Inthe Enterprise View, select the controller you want.
2 In the menu bar, select Actions, click Change performance mode, then select an
application type.
n_ctions| Help
[# Create 1 Configure &3 Help

Initialize all ready drives Physical devices

Alarm actions

Blink all physical drives
9 Rescan

Background consistency check »

Connector 0 ("CHD")

=

Disable copy hack mode
Change default task priority

Connector 1 ({"CH1")

B e

»

=

e

=

.. Controller 2 (Adaptec 52445)

Change performance mode ¥

Power settings ¥ ) OLTP ! database

Properties

3 Shutdown Adaptec Storage Manager and reboot the system.

Note: You must reboot the system before the performance mode setting takes effect.




Chapter 6: Modifying Your Direct Attached Storage e 67

Verifying Logical Drives

To ensure that there are no data problems on your logical drives, it is important to verify them.
When you verify a logical drive, Adaptec Storage Manager checks it for inconsistent or bad data
and then fixes any problems. (You can also choose to verify a logical drive without fixing it.)

Logical drives without redundancy (for instance, RAID 0 logical drives) do not need to be verified.

In Adaptec Storage Manager, logical drive verification can occur in different ways, depending
on your controller:

e Automatic verification—If your controller supports build initialization, Adaptec Storage
Manager automatically verifies all new redundant logical drives. No manual verification is
required.

To see if your controller supports build initialization, right-click the controller in the
Enterprise View and click Properties.

e Manual verification—If your controller doesn’t support build initialization, a Warning-
level event notice appears in the event log prompting you to verify a logical drive before
you begin to use it. To verify a logical drive manually, see Verifying and Fixing a Logical
Drive on page 67.

e Background verification—If your controller supports background consistency check,
Adaptec Storage Manager continually and automatically checks your logical drives once
they’re in use.

To see if your controller supports background consistency check, right-click the controller
in the Enterprise View, then click Properties. To enable or disable background consistency
check or to set the checking period, see page 68.

Note: If your controller doesn’t support background consistency check, Adaptec highly
recommends that you verify your logical drives weekly, following the instructions in Verifying
and Fixing a Logical Drive on page 67.

Verifying and Fixing a Logical Drive
Note: To verify a logical drive without fixing it, see page 68.

While Adaptec Storage Manager verifies and fixes a logical drive, you can’t complete any other
tasks on the controller. Because the verification can take a long time to complete, you may
want to schedule it as a task to be completed overnight or on a weekend.

To verify and fix a logical drive:

1 Ensure that no activity is taking place on the controller associated with the logical drive
you want to verify and fix.

In the Enterprise View, click the controller.
In the Logical Devices View, click the logical drive.

In the menu bar, select Actions, then click Verify with fix.

o A W N

To begin the verification immediately, click Yes.

To schedule the verification, click Schedule, then set the date and time. You can also
choose to set the verification as a recurring task. (For more information on scheduling
tasks, see page 81.)
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Note: Don't power off the system while the verification is in progress. If you do, the verification
will stop.

While the verification is in progress, the logical drive is shown as an animated icon @
(as shown at right) to indicate that the task is in progress. *

When the verification is complete, an event notice is generated in the local system’s event
log (and broadcast to other systems, if you have event notification set up—see Notifying
Users by Event Log Message About Status and Activity on page 106).

You can now continue working on the controller.

Verifying a Logical Drive (Without Fix)

Note: To verify and fix a logical drive, see page 67.

While Adaptec Storage Manager verifies a logical drive, you can’t complete any other tasks on
the controller associated with that logical drive. Because verification takes a long time to
complete, you may want to schedule it as a task to be completed overnight or on a weekend.

To verify a logical drive:

1

o A~ W N

Ensure that no activity is taking place on the controller associated with the logical drive
you want to verify and fix.

In the Enterprise View, click the controller.

In the Logical Devices View, click the logical drive.
In the menu bar, select Actions, then click Verify.
To begin the verification immediately, click Yes.

To schedule the verification for later, click Schedule, set the date and time, then click
Apply. You can also set the verification to recur. (For more information on scheduling
tasks, see page 81.)

Note: Don't power off the system while the verification is in progress. If you do, the verification
will stop.

While the verification is in progress, the logical drive is shown as an animated icon @
(as shown at right) to indicate that the task is in progress. b

When the verification is complete, an event notice is generated in the local system’s event
log (and broadcast to other systems, if you have event notification set up—see Notifying
Users by Event Log Message About Status and Activity on page 106).

You can now continue working on the controller.

Enabling/Disabling Background Consistency Check

If your controller supports background consistency check, Adaptec Storage Manager
continually and automatically checks your logical drives once they’re in use. (To see if your
controller supports background consistency check, right-click the controller in the Enterprise
View, then click Properties.)

To enable or disable background consistency check:

1

In the Enterprise View, click the controller.
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2

In the menu bar, select Actions, then click Enable (Disable) background consistency check.

The controller is updated with the new setting.

Setting the Background Consistency Check Period

You can choose how often Adaptec Storage Manager checks for inconsistent or bad data on
your logical drives and hot-spares.

To change the background consistency check period:

1
2

4

In the Enterprise view, select a controller.
Right-click Background Consistency Check, then select Change period.
The Change background consistency check period window opens.

Adjust the slider control from Very Slow (365 days) to Fast (10 days). Alternatively, in the
New Period field, use the arrow keys to increase or decrease the setting.

Click OK.

Increasing the Capacity of a Logical Drive

You can add more disk drive space to a logical drive to increase its capacity (or expand it).

Note: The maximum size of a logical drive varies by controller. Refer to your controller’s
documentation for more information.

The expanded logical drive must have a capacity that’s greater than or equal to the original
logical drive.

To increase the capacity of a logical drive:

1
2
3

In the Enterprise View, click the controller associated with the logical drive.
In the Logical Devices View, click the logical drive.

In the menu bar, select Actions, then click Expand or change logical device (shown in the
figure in Step 4 on page 67).

A wizard opens to help you modify the logical drive.
Click Next.
Click on the disk drive(s) or disk drive segments you want to add to the logical drive.

Note: Adaptec recommends that you not combine SAS and SATA disk drives within the same
logical drive. Adaptec Storage Manager generates a warning if you try to create a logical drive
using a combination of SAS and SATA disk drives.

If you want to remove a specific disk drive or segment and replace it with another one (for
instance, replace a smaller disk drive with a larger one), click on the disk drive you want to
remove.
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An X indicates that the selected disk drive will be removed from the logical drive, and you
are prompted to select another disk drive (of greater or equal size) to replace it.

Physical devices T|= é-| Selected: 2
i _— Click on 3 or more, up to 21 physical devices in t el
Flashing arrow -> TS )
prompts you to RAID level J5) RaD 5 e e a s
replace the Name
deselected disk Connector 1 ("CN1"} L
drives [ Advanced settings P X XX
Connector 2 {"CH2")
o G & & ==
Connector 3 ("CH3™)
[«] I [»] L@ ]
| Revert logical device | EvEEy & (R ~|

| < Back | Hext > || Cancel || Help |

6 Modify the Advanced Settings, if required. (See Fine-tuning Logical Drives on page 63.)
7  Click Next.
8 Review the new logical drive settings. To make changes, click Back.

Note: Some operating systems have size limitations for logical drives. Before you save the
configuration, verify that the size of the logical drive is appropriate for your operating system.

9 To update your logical drive immediately, click Apply, then click Yes.
To schedule the changes for later, click Schedule, set the date and time, then click Apply.
(For more information on scheduling tasks, see page 81.)

Extending a Partition on a Logical Drive

(Windows 2003, Windows XB, and Windows 2000 only) If you have expanded a logical drive,
you can extend the partition on that logical drive to use the newly added space. Refer to your
operating system instructions for more information.

Changing the RAID Level of a Logical Drive

As your requirements change, you can change the RAID level of your logical drives to suit your
needs. You may want to do this to add redundancy to protect your data, or improve data
availability for speedier access to your data. See Selecting the Best RAID Level on page 152 for
more information.

Changing the RAID level normally requires one or more disk drives to be added to or removed
from the logical drive. Adaptec Storage Manager won’t allow you to continue unless you have
the right number of disk drives available.

To change the RAID level of a logical drive:

1 Inthe Enterprise View, click the controller associated with the logical drive.

2 In the Logical Devices View, click the logical drive.

3 In the menu bar, select Actions, then click Expand or change logical device (see page 69).
A wizard opens to help you change the RAID level.

4 Select a new RAID level, then click Next. Only valid options are offered.
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5

In the Logical Devices panel, select the disk drives you want to use in the modified logical drive.

Note: Adaptec recommends that you not combine SAS and SATA disk drives within the same
logical drive. Adaptec Storage Manager generates a warning if you try to create a logical drive
using a combination of SAS and SATA disk drives.

Adaptec Storage Manager prompts you to select the correct number of disk drives.

If you want to remove a specific disk drive and replace it with another one (for instance,
replace a smaller disk drive with a larger one), click on the disk drive you want to remove.
An X indicates that the selected disk drive will be removed from the logical drive. (See the
figure on page 70 for an example.)

Modify the Advanced Settings, if required. (See Fine-tuning Logical Drives on page 63.)
Click Next.

Review the new logical drive settings. To make changes, click Back.

Note: Some operating systems have size limitations for logical drives. Before you save the
configuration, verify that the size of the logical drive is appropriate for your operating system.

To update your logical drive immediately, click Apply, then click Yes.

To schedule the changes for later, click Schedule, set the date and time, then click Apply.
(For more information, see page 81.)

Deleting a Logical Drive

A Caution: When you delete a logical drive, you lose all data stored on that logical drive.

To delete a logical drive:

Ensure that you no longer need the data stored on the logical drive.

1

2
3
4

In the Enterprise View, click on the controller associated with the logical drive.
In the Logical Devices View, click the logical drive.

In the menu bar, select Actions, then click Delete logical device.

When prompted, click Yes to delete the device, or No to cancel the deletion.

If you click Yes, the logical drive is deleted. The disk drives or drive segments included in the
logical drive become available, and can be used to create a new logical drive (see page 62), or
to expand an existing logical drive (see page 69).

Creating a RAID Volume

A RAID Volume comprises two or more logical drives connected end-to-end. The logical
drives in a RAID Volume:

Must be built using disk drives connected to the same controller.
Must have the same RAID level assigned.
Must not be striped together.

May have equal or different capacities.
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To build a RAID Volume:

1 Create two or more logical drives that meet the requirements listed at the beginning of this
section, and wait for them to build and initialize. For instructions, see Express
Configuration: The Easy Way on page 34 or Custom Configuration (Advanced) on page 37.

This example shows two RAID 5 logical drives, which can be used to build a RAID volume.

Physical devices | Logical devices

=[1[=[=
Connector 0 ("CHD") @3 Logical devices (3)

=g N - v 9.9 .9

Connector 1 ("CH1")
F & & & &

On the toolbar, click Create.

When the configuration wizard opens, select Custom configuration..., then click Next.

Click Advanced settings, select RAID Volume, then click Next.

o A W N

In the Logical Devices panel, select the logical drives you want to use in the RAID Volume.

Adaptec Storage Manager prompts you to select the correct number of logical drives.

Number of disk drives required

Logical devices

’ Click on two or more logical devices with [% Logical devices (4)

matching RAID levels in the panel at right.

> (@9
RAID level 5] RAID volume
Name Device 3

[ Advanced settings

| Remove logical device |

Add logical device | < Back | Mext = || Cancel || Help |

6 Modify the Advanced Settings, if required. (See Fine-tuning Logical Drives on page 63 for
more information.)

7 Click Next to review the RAID Volume settings. To make changes, click Back.

This example shows one RAID Volume ready to be created.

—) Click "Apphy” to save your configuration changes.

Logical device | Size | Initialization | Hot spare
%) RAID volume 38.73GB None Yes

| < Back | Apphy || Cancel || Help |
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8 Click Apply, then click Yes.

Adaptec Storage Manager builds the RAID Volume. The configuration is saved on the
Adaptec controller and on the physical drives. Adaptec Storage Manager replaces the
individual logical drives with a single RAID Volume in the Logical Devices View.

Physical devices | Logical devices
=[1[=[=
Connector 0 ("CHD") @3 Logical devices (2)
P e @ @O L
|
Connector 1 ("CN1") RAID.Vqum.e replaces ‘.[he two RAID
b @ @ @ 5 logical drives shown in Step 1

9 Partition and format your RAID Volume. See page 36 for more information.

Creating a JBOD Disk
You can create a JBOD disk from any Ready disk drive. A JBOD disk:
e Appears as a physical disk drive to the operating system.
e Isnot redundant.
e Comprises all available disk space.
e Is not bootable (that is, you cannot boot the operating system from a JBOD).
To create a JBOD disk:
1 In the Physical Devices View, click a Ready disk drive.
2 In the menu bar, select Actions, then click Create JBOD disk.

Adaptec Storage Manager creates the JBOD disk.

Creating multiple JBOD Disks in the Wizard

To make it easier to create multiple JBODs, you can use the wizard.

To create multiple JBODs in the wizard:

1 On the toolbar, click Create.

2 When the configuration wizard opens, select Custom configuration..., then click Next.

3 Click Advanced settings, select JBOD disk, then click Next.
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4 In the Physical Devices panel, select the drives you want to use to create the individual
JBOD disks.

JBOD |

Physical devices T[=E[=] [+] Selected: 3

v Click on one or mare physical devices in the panel
at right to create individual JEOD disks Connector 0 ("CHD™)
¥ {3 Device 0 - Ready (9.766 GB)
d Mew optimal Device 1 {9.766 GB)
{2 Device 2 - Ready (9.766 GB)
& Device 3 - JBOD (9.766 GB)

RAID level 3 JBOD disk

Connector 1 ("CH1")
Connector 2 ("CN2")
Connector 3 {"CH3™)

Connector 4 ("CH4"™

P e

[/

Connector 5 ("CN5™)
re e e e

Onboard expander

B O O O

Remove logical device
Add logical device | < Back | Next == H Cancel || Help |

5 Click Next to review the JBOD disk settings. To make changes, click Back.

This example shows three JBOD disks ready to be created.

Configuration summary |
=P Click "Apply’ to save your configuration changes.
Logical device \ Size | Initizlization | Hot spare
& JBOD disk 9.684 GB Hone Ho
& JBOD disk 9.684 GB Hone Ho
& JBOD disk 9.684 GB Hone Ho
| < Back | Apphy | ‘ Cancel | | Help |

6 Click Apply, then click Yes.
Adaptec Storage Manager creates the JBOD disks.

Converting a JBOD Disk to a Simple Volume

You can convert a JBOD disk to a simple volume. Unlike a JBOD, a simple volume is a true
logical device. It comprises a single physical disk and is not redundant.

To convert a JBOD to a simple volume:
1 In the Physical Devices View, select a JBOD disk.
2 In the menu bar, select Actions, then click Create simple volume.

Adaptec Storage Manager converts the JBOD to a simple volume and displays the logical
drive in the Logical Devices View.
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Deleting a JBOD Disk

A Caution: When you delete a JBOD disk, you lose all data stored on that disk.
To delete a JBOD disk:

1 In the Physical Devices View, click the JBOD disk.

2 In the menu bar, select Actions, then click Delete JBOD disk.

The disk drive becomes available, and can be used to create a new JBOD, logical drive (see
page 62), or to expand an existing logical drive (see page 69).

Maintaining an Energy-Efficient Storage Space

You can use power management in Adaptec Storage Manager to maintain an energy-efficient
storage space. Power management of your storage space reduces cooling and electricity costs. It
increases system stability due to lower heat dissipation. And it improves the quality of your
work environment by reducing noise levels in your computer rooms and data centers.

This section describes how to configure power management for the logical drives and RAID
controllers in your storage space. You can configure power management for an individual
logical drive or for all logical drives on a controller.

e To configure power management for a logical drive, see the following section.
e To configure power management for a controller, see page 76.

e To disable power management on a logical drive, see page 77.

e To show devices under power management, see page 78.

Note: Power management is not available on all controllers.To see if your controller supports
power management, right-click the controller in the Enterprise View, then click Properties. The
Power tab shows the power status of the device. (If the tab is not present, the device does not
support power management.) You can check the power status in the Properties panel for
controllers, logical drives, and physical drives. In the following example, a logical drive under power
management is running at full power, indicating that its drives are operating at their peak spin rate.

L; Device 1 - Optimal (9.684 GB)

[ Device | Status | Power | S ts |

Power Status Enabled
Power State Full
Reduce RPM timer 20 minutes
Pawer offtimer 1 hour
Varify timer 24 hours

Configuring Power Management for a Logical Drive

This section describes how to configure power management for an existing logical drive. You
can also configure power management when you create a logical drive in the wizard (see page
41).
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For each logical drive in your storage space, you can a set a timer to lower disk drive spin rate
(RPM), turn disk drives off, and check an inactive drive to verify its health.

Caution: Adaptec does not recommend putting logical drives with common physical drives
under power management (although it is supported). Putting such drives under power
management may limit power savings in your storage space.

To configure power management for a logical drive:
1 In the Logical Devices View, select a logical drive.
2 In the menu bar, select Actions, click Power settings, then click Set timers.

The logical drive power timers window opens:

£ Device 0 power timers

Setthe power management logical device timers.

Slowe down drives after: |MNever =
Fower off drives after:  |Mever =
Werify drives after: Mever =

| 0K || Cancel || Help |

3 Select a value for each timer from the drop-down lists:

e Slow down drives after—Period of inactivity, from 3 minutes to 3 hours, after which
the drives’ spin rate is lowered. The default is Never.

Note: For disk drives that do not support slow operation, set this timer to Never.

e Power off drives after—Period of inactivity, from 3 minutes to 3 hours, after which
the disk drives are turned off. The default is Never.

e  Verify drives after—Period of inactivity, from 1 hour to 24 hours. after which an
inactive drive (a drive that’s already powered down) is restarted and checked to verify
its health. Once the check is completed, the drive is powered down and returns to its
inactive state. The default is Never.

4 Click OK.

Configuring Power Management for a Controller

The power management options for a controller affect all the logical drives on that controller.
You can choose a “stay awake” period during which time the disk drives on the controller
always spin at their peak rate. You can also set the spin-up limits for the controller—the
maximum number of drives that the controller may spin up at the same time.

Note: The time you set for the stay awake period is relative to your local system time and time
zone. To set the time zone for power management, you must use the controller BIOS utility. The
time zone does not adjust automatically for daylight savings time. To compensate, you must adjust
the stay awake period manually, either in the BIOS or with Adaptec Storage Manager. For more
information, see the Adaptec RAID Controller Installation and User’s Guide.

To set the stay awake period for disk drives:

1 In the Enterprise View, select a controller.




Chapter 6: Modifying Your Direct Attached Storage e 17

6

In the menu bar, select Actions, click Power settings, then click Set stay awake settings.

The Stay awake settings window opens:

v'- Adapter stay awake settings

Selectthe stay awake settings

Enable stay awake period

Stay awake period start: 07:00 E
Stay awake period stop: 14:005

[W]Maon ¥ Tue [¥]Wwed [¥]Thu [¥]Fri

Sat Sun

| OK || Cancel || Help |

Select Enable stay awake period.

Enter the stay awake period start time and end time in 24-hour format; for example, 09:00
for 9AM, 14:00 for 2PM, and so on.

Select the days of the week to enforce the stay awake period. On days you do not select, the
stay awake period is disabled and the spin rate is controlled by the power timer settings
(see page 75).

Click OK.

To set the spin-up limits for disk drives:

1
2

3

4

5

In the Enterprise View, select a controller.
In the menu bar, select Actions, click Power settings, then click Set spinup limits.

The Adapter drive spinup limits window opens:

£ Adapter drive spinup limits

Selectthe drive spinup limits for internal and external drives.

Internal: 45
External: 45

| 0K || Cancel || Help |

Enter the maximum number of internal disk drives that the controller may spin-up at the
same time.

Enter the maximum number of external disk drives (drives in an enclosure, such as a
JBOD) that the controller may spin-up at the same time.

Click OK.

Disabling Power Management for a Logical Drive

You can disable power management for a logical drive. For example, you may choose to
disable power management for the drives on a high-volume server, or a logical drive that needs
to be highly available.
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To disable power management for a logical drive:
1 In the Logical Devices View, click the logical drive.
2 In the menu bar, select Actions, click Power settings, then click Disable.

The logical drive is updated with the new setting.

Re-Enabling Power Management for a Logical Drive

To re-enable the power management for a logical drive, repeat the steps in Disabling Power
Management for a Logical Drive on page 77, selecting Enable during Step 2.

Showing Devices Under Power Management

You can highlight the physical and logical drives under power management in the Adaptec
Storage Manager GUI. Logical drives are shown in green if power management is enabled.
Physical drives are shown in green if they are powered down (off).

In the menu bar, select View, then click Show Power Management. Adaptec Storage Manager
highlights the devices under power management in the Physical Devices View and Logical
Devices View:

Physical devices | Logical devices

84 Controller 2 (Adaptec 5085) @y |E| T|§| ;.| |[2:| [é|
Enclosure 0 {ADAPTEC SANbloc S50) @3 Logical devices (2)

PlE T E a e e e o o [GHICH

To stop showing devices under power management, select View on the menu bar, then click
Show Power Management again.

Configuring the MaxIQ Cache

The MaxIQ cache is a global read cache pool. It uses the Solid State Drives (SSDs) in your
system as fast cache memory for read-intensive operations.

You can configure the MaxIQ cache only if you have one or more MaxIQ-compatible Solid
State Drives installed on the RAID controllers in your system.

Note: For MaxIQ caching applications, you can use any Solid State Drive on the compatibility list,
including Adaptec MaxIQ SSDs and, with some controllers, select SSDs from other manufacturers.
See www.adaptec.com/compatibility for a list of MaxIQ-compatible Solid State Drives.

Adaptec Storage Manager assigns all compatible SSDs to the MaxIQ cache pool, by default. Use
the following procedures to add or remove SSDs, to configure the MaxIQ cache fetch rate, and
to enable MaxIQ caching for a logical drive.

To check the status of the SSDs in the MaxIQ pool, including wear-level and longevity
indicators, see Working with Solid State Drives on page 90. To check the MaxIQ cache statistics
for a logical drive, see Viewing Statistics on page 123.

Note: Before you can enable MaxIQ caching for a logical drive, you must enable read caching; see
page 64.




Chapter 6: Modifying Your Direct Attached Storage e 79

To configure the MaxIQ cache pool:

1

In the Logical Devices View, click the Configure MaxIQ Cache Pool button.

| Logical devices
m[]=]=]

[—?j Logical devices (1) FCDnﬂgure Maxl@ cache p00I|

The Configure MaxIQ cache pool window opens.

2 Select one or more SSDs in the Available SSDs list, then click SSD > .

£ Adaptec Storage Manager- [Configure MaxIQ Cache Pool] [ %]
Maxlc Cache poal size 20 ETEGE

Mumber of drives in MaxlQ Cache pool 1

MaxlQ cache fetch rate =

Available S5Ds : : MaxIQ cache Pool

CACHE

% Phy 5 - Ready (29.802 GB) Phy 7 - Optimal (29.802 GB)

-

The SSD is added to the MaxIQ cache pool and the icon changes to indicate that it’s mim

part of the cache.

To remove an SSD from the cache, select one or more SSDs from the MaxIQ Cache Pool
list, then click < Cache. The icon changes to indicate that the SSD is Ready.

Select the MaxIQ cache fetch rate from the drop-down list: Low, Medium, High. (The
default is Medium.)

Click Apply.

The Configure MaxIQ cache pool window closes and the cache configuration is saved.

To enable/disable the MaxIQ cache for a logical drive:

1
2

In the Logical Devices View, select a logical drive.

In the menu bar, select Actions, click Configure MaxIQ, then select Enable MaxIQ
Caching or Disable MaxIQ Caching.




Scheduling Recurring or Resource-
Intensive Jobs

In this chapter...
Scheduling a Task

Opening the Task Manager ........cccveueeeiirininieeeniniineeeteeee ettt sesesnens

Monitoring Tasks
Modifying a Task
Deleting a Task
Disabling the Task Manager

Adaptec Storage Manager allows you to schedule some types of jobs (or tasks) to complete at
convenient times. Additionally, you can schedule some tasks to recur at preset times.

A Task Manager utility helps you manage the tasks you schedule.

This chapter describes how to schedule, monitor, and manage tasks.
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Scheduling a Task

If a task is lengthy and limits access to components on your storage space, you may want to set
a date and time for the task to complete, instead of running the task while there is activity on
your storage space.

If a task must be performed regularly, you can schedule it to recur at preset times.

You can schedule these Adaptec Storage Manager tasks:

Expanding a logical drive

Changing a logical drive’s RAID level
Modifying the stripe size of a logical drive
Verifying a logical drive

Verifying and fixing a logical drive

To schedule one of these tasks:

1

Complete each step of the task until you are prompted to click Apply. (Don’t click Apply.)

1/ Configuration summary |

—) Click "Apph” to save your configuration changes.
RAID level | Neve RAID level | Size | MEw Size
(3] raDSs (3] raDS 19.365 GB 29.048 GB
| < Back | Apphy | Sched\ule £ | | Cancel | | Help |

Schedule button

Click Schedule.

The schedule window opens. (The window you see may be different from the one shown
in this example, depending on which type of task you are scheduling.)
Choose the time and date youwish to start the reconfiguration. To

schedule the reconfiguration click Apply.' To cancel the changes,
click 'Cancel.

07:21 PM P5T, 19 Dec 2l]l]?|i|

1
2 3 4 5 6 7 8
9 10 11 12 13 14 15
16 17 18 |20 21 22
23 24 25 26 27 28 29
30 H

| < Back | Apply || Cancel || Help |
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3  Set the date and time for the task.

Note: Keep geography in mind—If you are scheduling tasks on remote systems located in
other geographical areas, remember that the time you set for a scheduled task is that
system’s time, which may be different from local time. You will be prompted to select a new
time if the one you’ve set occurs in the past on the remote system.

4  Set the recurrence frequency from the drop-down menu, if the option is available for this
task and you want it to occur regularly. You can set a task to recur daily, weekly, or
monthly.

5 Click Apply.

The task is saved in the Task Manager, and the scheduled task is added to the Task List. For
more information about the Task Manager, see the following section.

Opening the Task Manager

You can use the Task Manager to monitor and modify the tasks you have scheduled. (To
schedule a task, see page 81.)

Tasks are associated with systems. When you open the Task Manager, you see the scheduled
tasks associated with that local or remote system only.

To open the Task Manager, in the tool bar, click Configure, point to the system, then click

Tasks.

Properties F=]Events & Configure &8 Help

Physical devices houZ22g7a.adaptec.com {Local system) » l General settings

¥ Controller 1 Q Notifications
=12 = Email Netifications

Connector 0 ("CNO") 33 Logical dy_ {5 Tasks

F o & & o [ | € Advanced Statistics

The Task Manager opens on the Tasks tab of a new window. The Tasks tab has two main
panels, as shown in this figure. All scheduled tasks for the system appear in the task list; all
events related to scheduled tasks on that system appear in the event log.:

Tasks Tab
File ‘View Actions Help
@Help
(" General settings | =] Notifications | =1 Email Notifications || C Tasks | (_Advanced Statistics
[n} Scheduled Start Tirme Status Recurring Description
1 Fri 1202152007 073139 PM PST | Scheduled Maonthly  |Buildtferify logical device: contraller 1, logical devic..,
2 Thu 122002007 07:32:42 PM PST | Scheduled Mever Expand ar change logical device .
Task List
| Date | Time | Source | Task event description
@ 1201892007 02:58:44 PM PST Task Manager started with tasks Enabled. Task Event
Log

Note: From the Tasks tab, you can access other utilities in this window, such as the Email
Notification Manager (see page 111), by clicking their tabs.
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Monitoring Tasks
Use the two main panels of the Task Manager—the task list and the task event log—to monitor

your tasks.

Monitoring Upcoming Tasks in the Task List

The Task List displays all scheduled tasks in order of creation, and includes basic information
about each task. Although you can’t sort the tasks in any other order, you can reorganize the
columns in the Task List by clicking and dragging the column heads.

The Status column of the Task List shows the current condition of each task:
o Scheduled—The task is scheduled to be completed at a future date and time.

e Executed—The task has been completed successfully.

e Executed*—A recurring task has been completed once and will be repeated at the
scheduled time.
e Error—The task has not been completed successfully. (For more information about an

error, double-click the task in the Task List to open the Task Properties window.)

In the menu bar, click View task for additional detail about any task in the Task List.

Checking Past Tasks and Events in the Event Log

The Event Log displays detailed information about the Task Manager itself, such as when
scheduled events were modified, deleted, or completed successfully.

By default, task events are listed in the order they occurred, with the most recent event first. To
make it easier to find a specific event, click on the column heads to sort task events. You can also
reorganize the columns by clicking and dragging the column heads.

The Event Log uses icons to show the status of past tasks:

Icon Status Explanation and Solution

Information  The task or event completed successfully. No action required.

Warning The task missed its start time. Reschedule the task to clear the error, as
described in Modifying a Task on page 84.
IEI Error The task failed. Delete the task to clear the error. Schedule the task again, as

described in Scheduling a Task on page 81.)

Double-click on an event to see basic information about the event in the Task Properties
window. Click Next to see the next event in the list.

£| Task properties @

Task description Euilderify logical device: contraller 1, logical device O {"Device 0"
Task ID 1

Status Schedulad

Recurring Monthly

Scheduled start time  Fri Dec 21 07:31:33 PM PST 2007
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Modifying a Task

If your requirements change, you can reschedule a task to a different date or time. You can also
modify the task description that appears in the Task List. Creating a custom task description
makes it easier to find the task in the Task List.

To modify a scheduled task:

1 In the tool bar, click Configure, point to the system you want, then click Tasks (as shown
on page 82).

2 In the Task Manager, select the task you want to change, then click Modify task.
3 In the Modify Task window, make the required changes, then click OK.

The task and Task List are updated with the new information.

What if a task misses its start time?

Tasks scheduled in Adaptec Storage Manager include an automatic 30-minute grace period
following their start time, to accommodate temporary interruptions. For instance, if there’s a
brief power outage a task will run once normal conditions resume, if the interruption lasts no
longer than 30 minutes past the scheduled start time.

If a task misses its start time, it must be rescheduled. For instructions, see Modifying a Task.

If a recurring task misses its start time, it is automatically rescheduled to run at the next
scheduled interval.

Deleting a Task
If a scheduled task is no longer required, you can delete it from the Task Manager.
To delete a task:

1 In the tool bar, click Configure, point to the system associated with the task you want to
delete, then click Tasks (as shown on page 82).

2 In the Task Manager, select the task you want to delete, then click Delete task.
3 Click Yes to confirm the deletion.
The task is deleted.

Disabling the Task Manager

The Task Manager is enabled by default. If you do not wish to schedule tasks on a selected
system, you can disable it.

Note: If you disable the Task Manager, no scheduled tasks will run on that system. No other
systems are affected.

To disable the Task Manager:

1 Inthe tool bar, click Configure, point to the system whose Task Manager you want to disable,
then click Tasks (as shown on page 82).
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2 In the menu bar, click Actions, then click Disable Task Scheduler.

The Task Manager is disabled. The Tasks tab (shown at right) shows the red T @rasks |
‘disabled’ icon. | @ rasks |

Note: When the Task Manager is disabled, a brief three-tone alert sounds each time you open and
log in to Adaptec Storage Manager. Scheduled tasks in the Task List will not run while the Task
Manager is disabled.

Re-enabling the Task Manager

To re-enable the Task Manager, repeat the steps in Disabling the Task Manager on page 84,
selecting Enable Task Scheduler during Step 2.

Scheduled tasks that have missed their start times must be rescheduled if you want them to
run. See Modifying a Task on page 84 for instructions.

Scheduled tasks that did not miss their start time while the Task Manager was disabled will run
as scheduled.
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This chapter describes how to manage the controllers, disk drives, solid state drives, and
enclosures in your storage space.
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Viewing Component Properties

Click on any component in the main window of Adaptec Storage Manager, then
click the Properties button (shown at right) to view version numbers, status,
model numbers, and other information about that component.

Properties

The properties listed vary, depending on which type of component you select. The examples
below show the Disk Drive (left) and Logical Drive (right) Properties windows.

£ Properties

(€3 Device 3 - Ready (9.766 6B) Lj Device 0 - Optimal (19.365 GB)

l/Deuice | Capacity | Status | Phys |

[ Device | Status | Segments |
Tipe Disk dirhva Logical device i}
Yendar Adapte: ) ] )
X Logical device name Device 0
Model Simulated RAID level 5
g o
Renorted channel D. Farity space 9683 GE
P i Date created 1292007
Reported SCE| device D 3 . .
World-wide name 500000000000000k Siripe size 256k
R Interface type Serial attached SCSI
Interface type Serial attached SCS|

Blinking a Component

You can blink the LEDs on enclosures, or disk drives inside enclosures, to identify where they

are physically located in your storage space. This table describes how to blink specific
enclosures and disk drives.

To Blink...

Right-click...
The disk drive ] Disk Drive icon

All disk drives connected to that controller Controller icon (in the Enterprise View or in the
Physical Devices View)

The enclosure IE‘ Enclosure Management Device icon
All disk drives included in a logical drive Logical Drive icon

All disk drives included in all the logical
drives on a selected controller

Text—In the Logical Devices View of a
J controller with multiple logical drives
All disk drives connected to selected

Text—In the Physical Devices View of a
controller ports

controller with multiple ports

All disk drives connected to a selected

Text—In the Physical Devices View of a
controller channel

controller with multiple channels

All disk drives connected to a selected

Text—In the Physical Devices View of a
controller connector

controller with multiple connectors

To blink a component:

1 In Adaptec Storage Manager, right-click the component, then click Blink....

Note: If the component you select (for instance, a controller) doesn’t support the blink
function, the Blink... option won’t appear in the menu.

The LEDs on the disk drives or enclosures begin to flash.
2 Click OK to stop blinking the component.
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Working with Failed or Failing Disk Drives

This section describes how to use Adaptec Storage Manager to manage failed or failing disk
drives in your storage space.

Replacing Disk Drives in a Logical Drive

You can replace one or more disk drives in a logical drive. You may want to do this to upgrade
to larger disk drives, or to make disk drive size uniform across the logical drive.

A Caution: If another disk drive in the logical drive fails during rebuild (see page 140), you may
lose data.

To replace a disk drive in a logical drive:

1 In the Physical Devices View, click the disk drive you want to replace.
2  Set the drive state to failed. (See page 88.)

3 Remove and replace the disk drive with one of equal or larger size.

4  Wait for the logical drive to rebuild. (See page 140.)

5 Repeat Steps 1 to 4 for all the disk drives you want to replace.

For help solving disk drive problems, see Recovering from a Disk Drive Failure on page 137.

Setting a Disk Drive to ‘Failed’

Before you can remove a disk drive, you should set it to a failed state to protect your data.

A Caution: You may lose data or damage your disk drive if you remove a disk drive without first
setting it to a failed state.

You can set a disk drive to a failed state if:

e The disk drive is not part of a logical drive, or

e The disk drive is part of a redundant, healthy logical drive

You can’t set a disk drive to a failed state if doing so will take a logical drive offline.
To set a disk drive to a failed state:

1 In the Physical Devices View, click the disk drive.

2 In the menu bar, select Actions, then click Set drive state to failed.

3 Click Yes to set the drive status to failed.

4 Remove and replace the disk drive.
5

If the logical drive that the disk drive belongs to is failed, see Recovering from a Disk Drive
Failure on page 137.

Initializing and Erasing Disk Drives

This section describes how to use Adaptec Storage Manager to erase data and metadata
(including logical drive information) from the disk drives in your storage space.
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Initializing Disk Drives

You can use Adaptec Storage Manager to initialize any disk drives that are in a Ready state, if
required. You may want to do this to erase all existing data and metadata (including all logical
drive information) before using the disk drive in a new logical device or as a hot spare.

& Caution: Do not initialize a disk drive that is part of a logical drive. Initializing a disk drive
that’s part of a logical drive may make the logical drive unusable. Back up all data from your
disk drive before you initialize it.

To initialize a single disk drive:
1 In the Physical Devices view, click the disk drive you want to initialize.
2 In the menu bar, select Actions, then click Initialize.
3 Click Yes to initialize the disk drive.
The initialization begins.
To initialize all ready disk drives on a controller:
1 Inthe Enterprise View, click the controller whose disk drives you want to initialize.
2 Inthe menu bar, select Actions, then click Initialize all ready drives.
3 Click Yes to initialize the disk drives.

The initialization begins.

Clearing Disk Drives

You can use Adaptec Storage Manager to erase all existing data on any disk drives that are in the
Ready state, if required. You can clear the drive, or clear the drive securely to completely destroy
any data on the disk. Secure erase amounts to electronic “data shredding.”

To clear a disk drive:

1 In the Physical Devices view, click the disk drive you want to clear.
2 In the menu bar, select Actions, then click Clear.

3 Click Yes to clear the disk drive.

To securely erase a disk drive:

1 In the Physical Devices view, click the disk drive you want to clear.
2 In the menu bar, select Actions, then click Secure erase.

3 Click Yes to securely erase the disk drive.
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Working with Solid State Drives

You can use Adaptec Storage Manager to check the status of the SSDs in your system. You can
use this information to verify the health of your SSDs and to predict drive failures.

For MaxIQ-compatible SSDs, Adaptec Storage Manager displays SMART statistics for the drive
using Self-Monitoring, Analysis and Reporting Technology. It also displays wear-level and
longevity indicators. For non-MaxIQ-compatible SSDs, Adaptec Storage Manager displays the
same set of statistics except for longevity.

Note: For more on using MaxIQ in Adaptec Storage Manager, see Configuring the MaxIQ Cache on
page 78 and Logging Statistics for Remote Analysis on page 119. For a list of MaxlQ-compatible
Solid State Drives, see www.adaptec.com/compatibility.

To view the SMART statistics for a SSD, select the drive in the Physical Devices View, click the
Properties button, then select the Smart tab. To view wear-level and longevity indicators for
the SSD, select the Status tab.

-

\/ Phy 6 - Ready {30,517 MB)

fDevice rCapacily rStatus rPhys [ Smart_|

[] | Mame | NormalizedCurrent| Mormalizediorst | Thresold | Rawialue |

003 Spin-Up Time in millisecs 100 1] 1] 1]

004 StartfStop Count 0o 1] 1] 1]

0x05 Reallocated Sectors Count 100 100 a0 a0

0x09 Fower-Cn Hours 100 100 a0 1026

Q0 Fower Cycle Count 0o 0o 1] 274

OxC0 Fower-off Retract Count 100 100 a0 48

e e oot e

OxEY Media Wearout Indicator 99 -

0xE1 Hostrites in Gigabytes 200 ==

OxE2 Load In-time 285 \/Phyﬁ-Readytﬁl],ﬁﬁ =

OxE3 Torgue Amplification Count 0 fDevice r Capacity IT Status I’Phys r Smart |

0xE4 Fower-0Off Retract Cycle 1]
HAETAETE ETTOT |U T
Medium errors 3 u
Farity errors 1]
Link failures a0
Ahorted commands 0 B
SMART warnings 1]
Solid-state disk (non-spinning true
MaxlC cache capable true 1
MaxlC cache assigned false T
M Enabled
MediaWearout indicatar (% leff a5

SSD wgar_—le\{el and / Longevity: Based an PowerUnHours (hrs) 101474.0
longevity indicators ™~ \|Longevity: Based on FutureWiites (GE 526606 40625 =

What do the SMART statistics and wear-level indicators mean?

Name Description

Power-On Hours Number of power-on hours over life of device.

Power Cycle Count Number of power-cycle events over life of device.
Available Reserved Space Number of remaining reserve blocks.

Reallocated Sector Count Number of bad sectors.

Host Writes Number of sectors written by the host (1 sector = 512

bytes); increases by 1 for every 65536 sectors written.
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Name Description

Media Wear-Out Indicator % wear remaining, based on number of NAND media
cycles. SSD will be marked as Failed if wear-level goes
below threshold value.

Longevity: Power-on Hours Predicted SSD longevity based on remaining number of
power-on hours.

Longevity: Future Writes Predicted SSD longevity based on remaining number of
writes.

Working with Controllers

This section describes how to use Adaptec Storage Manager to manage the controllers that are
part of your storage space:

e To register a new controller, see the following section.

e To test a controller alarm, see page 91.

e To silence a controller alarm, see page 92.

e To disable a controller alarm, see page 92.

e To rescan a controller, see page 92.

e To save your controller configuration, see page 93.

e To set the controller’s default task priority, see page 93.

e To enable Native Command Queuing (NCQ) on a controller, see page 93.

e To disable statistics logging on a controller, see page 93.

Registering New Controllers

Each time you log in to Adaptec Storage Manager, it searches for new controllers in your
storage space. If it detects a new controller, the New Hardware Detected window opens and
prompts you to register it.

To stay informed about Adaptec products and special offers, register your controllers by
clicking Register Now in the New Hardware Detected window.

Follow the on-screen instructions to complete the registration.

Testing a Controller Alarm

Note: Not all controllers have alarms. Refer to your controller's documentation for more
information.

If you controller has an alarm, that alarm is enabled by default. To test a controller alarm to
ensure that it’s working:

1 Ensure that the speakers on your local system aren’t muted.

2 In the Enterprise View, select the controller you want.
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3 In the menu bar, click Actions, select Alarm actions, then click Test alarm.

File View Remote |Actions | Help

[ add (3 Create | [ Create 2l Configure 42 H
- - Delete all logical devices [
Eri%rprlse view Initialize all ready drives res
? Direct Attache: _ )
Q @ hou?287a.a Alarm actions F Silence alarm
.. Controll Blink all physical drives Test alarm %
¥ Controlll £ Rescan Disable
¥ Controll .
b
. @ HIL6617.ad Background consistency check
Disable copy back mode “CN1")
Properties ce 0 - Ready (9.766

The alarm sounds.

4 To stop the test, click OK.

Silencing a Controller Alarm

You can silence the alarm on a controller while you fix the problem.

To silence the alarm, click the Silence button (shown at right) in the main Adaptec

Storage Manager window.

Disabling a Controller Alarm

You can disable the alarm for a selected controller, if required.

Caution: If you disable the alarm, no audible signal will sound when an error occurs on the
controller.

To disable a controller’s alarm:
1 In the Enterprise View, select the controller you want.

2 In the menu bar, click Actions, select Alarm Actions, then click Disable (shown in the figure
in Step 3 on page 92).

The alarm is disabled for that system.

Rescanning a Controller

After you connect a disk drive to or remove a ‘Ready’ (non-failed) disk drive from a controller,
Adaptec Storage Manager may not recognize the change until it rescans the controller.

To rescan a controller:

1 In the Enterprise View, click the controller.

2 In the menu bar, select Actions, then click Rescan.
Adaptec Storage Manager scans all the channels or ports on the controller you selected.
When the scan is complete, a report appears.

3 Click Done after you have reviewed the scan report.
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Saving Your Controller Configuration

If you require a record of your controller configurations, you can use Adaptec Storage Manager
to create a text file with this information about all controllers on a selected system:

e Controllers

e Disk drives

e Disk drives used in logical drives

e Logical drives

To save a system’s controller configurations:

1 In the Enterprise View, click the local or remote system.

2 In the menu bar, select Actions, then click Save printable configuration.

3 Inthe Save window, browse to the directory you want, then enter a file name for the report.
(The default directory is the directory in which the Adaptec Storage Manager is installed.
The default file name is RaidCfg.log.)

A text-file report is saved.

Setting a Controller’s Default Task Priority

To set the default priority for all tasks running on the controller to High, Medium, or Low,
right-click the controller in the Enterprise View, then select Change default task priority.

Note: This setting applies to new tasks. It does not affect currently running tasks.

Enabling Native Command Queuing on a Controller

Native Command Queuing, or NCQ), lets SATA disk drives arrange commands into the most
efficient order for optimum performance.

To enable or disable NCQ for the drives on a controller:
1 In the Enterprise view, select a controller.

2 In the menu bar, select Actions, select NCQ, then click Enable or Disable.

Disabling Statistics Logging on a Controller

If you enabled statistics logging when you first logged in (see page 30), Adaptec Storage
Manager gathers IO and usage statistics for all controllers on a system. If you prefer not to
gather statistics for a controller, you can disable statistics logging on that controller.

To disable statistics logging on a controller:
1 In the Enterprise view, select a controller.

2 In the menu bar, select Actions, select Advanced Statistics, then click Disable.

Re-Enabling Statistics Logging

To re-enable statistics logging, repeat steps 1 and 2 in Disabling Statistics Logging on a
Controller, selecting Enable in Step 2.
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Resetting the Statistics Logs on a Controller

Adaptec Storage Manager adds statistics to the statistics log for a controller (cumulatively)
until you reset the log.

To reset the statistics log for a controller:
1 In the Enterprise view, select a controller.

2 In the menu bar, select Actions, select Advanced Statistics, then click Reset.

Testing and Silencing System and Enclosure Alarms

Adaptec Storage Manager supports an audible alarm which is triggered on the local system
when a Warning- or Error-level event (see page 104) occurs on any system in your storage
space. Adaptec Storage Manager also supports audible alarms on enclosures.

This section describes how to work with the audible alarms in your storage space:
e For system alarms, see the next section.

e For enclosure alarms, see page 96.

Working with System Alarms

Warning- or Error-level events (see page 104) on a system trigger an audible alarm, a series of
beeps which sound every five minutes until the event is resolved.

The alarm is enabled by default, but can be disabled on any system, if required. You can also
change the frequency and duration of the alarm.

Note: A system alarm is not the same as a controller alarm. For controller alarm information, see
Working with Controllers on page 91.

This section describes how to work with your systems’ audible alarms.

Testing a System’s Alarm

To test the audible alarm to ensure that it’s working on your local system:
1 Ensure that the speakers on your local system aren’t muted.

2 In the Enterprise View, click on your local system.

3 In the menu bar, click Actions, then select Agent actions.

file View Remote | Actions | Help

[ add Log out 1
Agent actions } | Configure
Enterprise view - B
. Save printable configuration m
? % 9 Save support archive Alarm actions » Silence alarm
""" Clear logs on all controllers Test alarm Q
¥ Controll P i
= controll Change display group 3 Controller 1 Disable
o @ HILG617.ad Properties RAID controller ‘ ‘ RAID
. T Adanter 48NNSAS Adal

4  Select Alarm actions, then click Test alarm.
The alarm sounds.

5 To stop the test, click OK.
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Silencing a System’s Alarm

When a Warning- or Error-level event occurs, you can silence the alarm on your local system
while you fix the problem.

To silence the alarm, click the Silence button (shown at right) in the main Adaptec =
Sil
Storage Manager window.

Alternatively, in the menu bar, click Actions, then select Agent actions. Select Alarm actions,
then click Test alarm.

Changing a System’s Alarm Settings

By default, an audible alarm sounds every five minutes (or 300 seconds) until silenced or until
the event is resolved. You can change the frequency of the alarm, if required.

To change alarm settings on a system:
1 Inthe Enterprise View, select the system.
2 In the tool bar, click Configure, point to the system, then click General Settings.

QCnnﬁgure @Help

bou2?87a.adaptec.com {Local system) » "General settings
lgNo‘tiﬁt:atil:ms % I:

=1 Email Notifications

nnector 0 {"CHO"} @ Tasks i)

S € Advanced Statistics

The Adaptec Storage Manager Agent General Settings window opens for the system you
selected. The alarm settings are circled in the next figure.

l/ »’ General settings r Q Hotifications r [=1 Email Notifications r @ Tasks |

Agent system port
Agent systern base part numhber 344571
Agent system notifications
Save events to 05 log |Errur, Warning |V|
Eroadcast even |
Sound alarm

Alarm interval {Seconds)

Auto discove
Enable auto discovery
Auto discovery scopes Auta Discovery
Auto discovery base port number 34570
Auto discovery heartbeat interval {in seconds) 360

SLP Directory Agent IP address {optional)

Refresh from agent |

Note: You can access other utilities in this window, such as the Task Manager (see Scheduling
Recurring or Resource-Intensive Jobs on page 80), by clicking their tabs.

3 Edit the alarm settings as required.

Note: You can disable an alarm in this window by deselecting Sound alarm. Alternatively,
follow the instructions in Disabling a System’s Alarm on page 96.

The changes take effect immediately.
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Disabling a System’s Alarm

You can disable the alarm for a selected system, if required.

Caution: When the alarm is disabled, no audible signal sounds when a Warning- or Error-level
event occurs on the system.

1 Inthe Enterprise View, select the system you want.

2 Inthe menu bar, click Actions, select Agent Actions, select Alarm Actions, then click
Disable.

file View Remote |Actions | Help

@ add Log out
Agent actions »

Configure

Enterprise view

B4 Direct Attach Sawve printable configuration | View event log
ire ache: :
? o DRI Save supportarchive Alarm actions >| Enable
"""" ¥ Controll Clear logs on all controllers it
1. (il Change display grou ’
¥ Controll ge display group Controller 1
o- [ HIL6617.ad Properties RAID controller

The alarm is disabled for that system.

To enable an alarm, repeat Steps 1 and 2, selecting the alarm action Enable.

Working with Enclosure Alarms

This section describes how to work with the alarms of the enclosures in your storage space.

Testing an Enclosure Alarm

If an enclosure has an alarm, follow these instructions to ensure that the alarm is working:
1 Ensure that the speakers on your local system aren’t muted.

2 In the Enterprise View, select the controller that’s connected to the enclosure you want.

3 In the Physical Devices View, right-click the enclosure icon (shown at right) of the ¢
enclosure that you want. &

4 Select Alarm actions, then click Test alarm.
The alarm sounds.

5 To stop the test, click OK.

Silencing an Enclosure Alarm

You can silence the alarm on an enclosure while you fix the problem.

To silence the alarm, click the Silence button (shown at right) in the main Adaptec :
Sil
Storage Manager window.

Disabling an Enclosure Alarm
You can disable the alarm for a selected enclosure, if required.

Caution: If you disable the alarm, no audible signal will sound when an error occurs on the
enclosure.
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To disable an enclosure’s alarm:

1 Inthe Enterprise View, select the controller that’s connected to the enclosure you want.

2 In the Physical Devices View, right-click the enclosure icon (shown at right) of the
enclosure that you want.

3 Select Alarm actions, then click Disable.

The alarm is disabled for that system.

Updating the Controller BIOS and Firmware

Note: This task is recommended for advanced users only.

*

Adaptec Storage Manager provides a wizard to help you update the BIOS and firmware for the
controllers in your storage space. The ROM Update wizard updates the BIOS and firmware for

all controllers of the same type on local and remote systems. You can update one type of

controller at a time.

Before You Begin

Before you begin, download the latest firmware images from the Adaptec Web site at

www.adaptec.com. Image files typically come in sets of two or more and have a .ufi file extension.

Updating the Controller BIOS and Firmware

To update the controller firmware:

1 Inthe Enterprise View, right-click Direct Attached Storage, then click Update controller

images.

Enterprise view

? [ hou2287a. [@® add managed system

¥ Controll Remove managed systems

= Controll =
¥ Controll Update controller images

o= El HILG617.ad Update drive firmware images
Properties

The ROM Update wizard opens.
2 Click Next.

3 Click Add to browse to the firmware image files you downloaded, select the files, then click

Open.

|;|4sunsas_m_8832 A se

as4R0001 ufi
a5480002.ufi

['az480001.uf" "as480002.ufi"

Fom -
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4 In the wizard, select the image files you want, then click Next.

Help

Choose the ROM update image file(s). Click Add' to choose afile, or 'Remove'to
rermove one from the list. [fmultiple files are needed, these must be a matched set.
When you are satisfied with your choices, click ™ext'.

/ Choose the ROM update image file(s).

Files

S'Program Files\Adaptectadaptecfirmwareias480501.ufi
(C:Program Files\Adapteciadaptecifirmwareias480502.ufi

| Add || Remove |

| < Back ” Next>’4| Cancel || Help |
£,

5 Select the controllers you want to update, then click Next.

Choose the controllers to be updated. To force an update, hold down Contral while selecting a
cantraller. When you have made your selections, click e’

I Choose the controllers you want to update.

Controllers

Current firrmware v... MNew firmware vers...
[ B Internal RAID
= & @ houzz87a.adaptec.com (Local system)

[ ¥ Controller 1 (Adaptec 48055AS) 5.1-0(3101) 5.1-0¢9117)

[ ¥ Controller 3 (Adaptec 48005AS) 5.1-0 (3101} 51-0(9117)
= & [ 6AS1668B.adaptec.com

[ ¥ Controller 1 (Adaptec 48005AS) 5.1-0(3101) 5.1-0¢9117)

[<Back ]LNexﬁ ] LCanceI ] LHeIp ]

6 Review the update summary, then click Apply.
7 When prompted, click Yes to begin the update.
& Caution: Do not power down the controller(s) during the update.

8 When the update is complete, click OK. Then, restart the server(s) to activate the new
firmware images.

Updating the Disk Drive Firmware
Note: This task is recommended for advanced users only.

Adaptec Storage Manager provides a wizard to help you update the firmware for the disk drives
in your storage space. The wizard updates the firmware for all disks of the same type on local
and remote systems. You can update only one type of disk drive at a time.

Before You Begin

Before you begin, download the latest firmware images from your vendor’s support site on the
World Wide Web. The image file name and extension vary by manufacturer.
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Updating the Disk Drive Firmware

To update the disk drive firmware:

1 Inthe Enterprise View, right-click Direct Attached Storage, then click Update drive
firmware images.

Enterprise view |

F i Direct Attache s
o (8 hou287a4 D% Add managed system
¥ Controll R N

= Controll )
¥4 Control Update controller images

o @ HILG617.ad Update drive firmware images %_
Properties

The Drive Firmware Update wizard opens.
2 Click Next.

3 Click Add to browse to the firmware image file you downloaded, select the file, then click
Open.

v'- Open
Look In: ||j15K4 "| @E

[} noo3_15k4.10d

FileName:  "0003_15k4 Inif" |

Files of Type: |All iles [<]
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4 In the wizard, select the image file you want, choose the packet size (in bytes) from the
drop-down list, then click Next.

Note: For SATA drives, the packet size must be a multiple of 512.

Chonse the Drive Firrmware/Microcode update image file(s). Click Add'to choose a file, or Remove' to remove one fram the list. If multiple files are needed, these musthe a
matched set. ¥When you are satisfied with your choices, click ext'

+ Choose the Drive FirmwareMicrocode update image file(s).

£% Updating a hard disk with an invalid image file may render the hard disk unusable. Please make sure you have the correct image file.

Files
ICrResource DRIVE_PWnseagate\seagatel15K40003_15k4.lod

Select the packet size (in bytes) :

£ For SATA drives the value must be a multiple of 512 bytes.

| <Back | next> || cance || Hew |

5 Select the disk drives you want to update, then click Next.

Note: For SAS drives with “Mode 6” support, select Save Later to use the new firmware once,
during the current session, and to revert to the previous firmware the next time the drive is
started.

Choose the hard disks to be updated. To force an update, hold down Control while selecting a hard disk. ¥When you have made your selections, click MNext'

I Choose the hard disk you want to update.

[ current firmware version | Mew firmware version Wendar Praduct or model nurnkber
[ Direct Attached Storage
L AIM-LAB-SMC1 {Local system)
i iF Controller 1 {Adaptec 51645) \

] "€ Enclosure 0 (ADAPTEC SANBLOC S50) - Slot 1 JAAE Mot availahle STIB0E11AS
| "t Enclosure 0 {ADAPTEC SANBLOC S50) - Slot 2 2MAE Mot availahle STIB0B11AS
 Enclosure 0 {(ADAPTEC SANBLOC S50) - Slot 3 3AAE Mot available ST380811A5
: Enclosure D (ADAPTEC SANBLOC S50) - Slot 4 3AAE Mot available ST38081145

2 Enclosure 0 (ADAPTEC SANBLOC S50) - Slot 5 EkOD Mot availahle MAXTOR ATLASTGKZ_36343

- Enclosure D {ADAPTEC SANBLOC S50) - Slot 6 BkOD Mot available MAXTOR ATLASTSKZ_365A5
€2 Enclosure 0 (ADAPTEC SANBLOC S50) - Slot 7 onos Mot availahle SEAGATE ST33675455
: Enclosure 0 {ADAPTEC SANBLOC S50) - Slot 8 ooz Mot available SEAGATE ST3367T4455
; Enclosure 0 (ADAPTEC SANBLOC S50) - Slot 9 aoo3 Mot available SEAGATE ST33675488
; Enclosure D {ADAPTEC SANBLOC S50) - Slot 10 ooz Mot availahle SEAGATE ST33675438
> Enclosure 0 {(ADAPTEC SANBLOC S50) - Slot 11 onos Mot available SEAGATE ST33675455
: Enclosure 0 {ADAPTEC SANBLOC S550) - Slot 12 onos Mot availahle SEAGATE ST33675455

[[] Save Later (pplies only for SAS drives)*™*

** This option may not be supported by all the drives. In case of a failure, please consult your drive manufacturer for “Mode 6" support.

‘ < Back | Mext » H Cancel H Help |

6 Review the update summary, then click Apply.
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7 When prompted, click Yes to begin the update.
& Caution: Do not power down the controller or remove the disk drives during the update.

8 When the update is complete, click OK.




Monitoring Status and Activity
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This chapter describes how Adaptec Storage Manager helps you monitor your storage space.



Chapter 9: Monitoring Status and Activity e 103

Monitoring Options
Adaptec Storage Manager provides many ways to monitor the status of your storage space:

e FEvent Log—The main window of Adaptec Storage Manager features an event log that
provides at-a-glance status information about activity occurring in your storage space.
(See the following section.)

e Event Status Icons—Three basic icons (information, warning, and error) appear in the
event log and in the main Adaptec Storage Manager window to help you quickly identify
problems. (See page 104.)

e Enclosure Status Icons—If your storage space includes an enclosure with an enclosure
management device, three icons appear in the Physical Devices View to help you monitor
temperature, fan, and power module status. (See page 105.)

e Notifications—You can set Adaptec Storage Manager to broadcast status notifications in
your choice of format to help you monitor these activities on local and remote systems (see
pages 106—117):

e Progress of scheduled tasks, such as logical drive verifications.
e Changes in the status of the physical components of your storage space, such as disk drives.

e Changes to the local system, such as the expansion of a logical drive or the creation of
a hot spare.

e Statistics Logging—You can set Adaptec Storage Manager to collect I/O and usage
statistics for the RAID controllers in your system and periodically “call home” to send the
data to Adaptec or other contacts for analysis. (See page 119.)

e Properties Button—You can check the status of any component in your storage space by
using the Properties button. (See Viewing Component Properties on page 87.)

e Audible Alarm—A series of beeps sounds whenever a serious event occurs on your storage
space. (See Maintaining Physical Devices on page 86.)

Checking Status from the Main Window

From your local system, you can see status information and messages about the activity (or
events) occurring in your storage space by looking at the event log and status icons in the main
window of Adaptec Storage Manager. (You can also view all events for a system in its operating
system event log—see page 118.) You can also monitor any enclosure with an enclosure
management device from the main window.

Viewing Activity and Status in the Event Log

The event log lists activity occurring in your storage space, with the most recent event listed at
the top. Status is indicated by icons (see page 104) in the left-hand column, as shown in the
figure on page 104.

Double-click any event to open the Configuration Event Detail window to see more
information in an easier-to-read format. Use the up and down arrows to view previous or
following events.
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| Date | Time | Source | Description | |
@111281200? 02:26:28 PM PET houZ2ava.adaptec.cam Febuilding: controller 1, logical device 0 {'Device 0").
1102802007 02:26:24 PM PST hou2287a.adaptec.cam Set drive ta failed: cantraller 1, connector O, device 3, SN C..
31102802007 02:26:24 PM PST hou2287a.adaptec.cam Failed drive: controller 1, connectar 0, device 3, ik CDROO...
1152802007 02:26:24 P PST hou2287a.adaptec.cam Logical device is degraded: controller 1, logical device 0 {'D...
110282007 02:26:07 PM PST bou2287a.adante Buildiverify complete: controlle noical device 0 CDieyi
110282007 02:25:16 PM PST hou2257 4 Configuration event detail
> Tupe Error Source hou2287a.adaptec.com
Double-click to view event | pate 1128107 Time 22624 PM PST
details -
Description

Failed drive: controller 1, cannector 0, device 3, S/t COKO0D004 dendor: Adaptec
Model: Simulated).

INE

|f | +* || Close || Help

To open a full-screen version of the complete event log, click the Events button on the tool bar.

To make it easier to find a specific event, click on the column heads to sort the events. (Sorting
events by status icons helps you find specific Error- or Warning-level events quickly.) You can
also move the columns of the event log, if required.

What Do the Event Status Icons Mean?

Adaptec Storage Manager indicates event status with icons. This table lists the three categories,
or types, of events based on severity.

Icon  Status Examples

Information e The local system successfully connected to a remote system.
e Alogical drive was created.
e A hot spare was deleted.

Warning e Alogical drive is in a degraded state.
e Adisk drive is being rebuilt.
e A controller is not responding to an enclosure.

|§| Error e A controller has failed.
e Alogical drive has failed.
e A hot spare has failed.
e An enclosure is overheating.
e Multiple fans or power supplies within an enclosure have failed.
e An enclosure is not responding.

Warning- and Error-level icons appear next to components (such as systems and logical
drives) affected by a failure or error, creating a trail that helps you quickly identify the source
of a problem. See Identifying a Failed or Failing Component on page 136 for more information.

Note: All Warning- and Error-level events also cause the audible alarm to sound. See page 105 for
more information.

Clearing the Event Log

To clear all event logs belonging to all controllers in a selected system:

1 Inthe Enterprise View, click on the system you want.

2 On the menu bar, select Actions, then select Clear logs on all controllers.

3 Click Yes to clear the log.
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Using Enclosure Icons to Monitor Enclosure Status

If your storage space includes an enclosure with an enclosure management device, such as a
SCSI Accessed Fault-Tolerant Enclosure (SAF-TE) processor, Adaptec Storage Manager
displays temperature, fan, and power module status in the Physical Device view, as shown in
the next figure. The icons change color to indicate status, as described in the table below.

Physical devices

@iy

@1y

Enclosure 0 (ADAPTEC SANbloc S50)

|—Enc|osure Management

Device Icon

Icon Status

@ Normal

= Warning

Error

@
EI Normal
E Warning

Error
EI Normal
I Warning
U]

EI Error

IEI

Enclosure Status Icons

Temperature Status

L L— Power Module Status
Fan Status

Examples

Fans are working properly.

A fan has failed.

Multiple fans have failed.

Enclosure temperature is hormal.

Enclosure temperature is higher than normal.
Enclosure is overheating.

Power supplies are working normally.

One power supply has failed.

Multiple power supplies have failed.

Note: If your enclosure does not have an enclosure management device, the status icons appear

but do not indicate status.
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Notifying Users by Event Log Message About Status and Activity

You can set up Adaptec Storage Manager to send messages to the event log of selected remote
systems when activity, such as the creation of a logical drive or the failure of a disk drive, occurs
on the local system. (For more information about event types, see page 104.)

Logged notifications can help you monitor activity on your entire storage space from a single
local station, and are especially useful in storage spaces that include multiple systems running
the Adaptec Storage Manager Agent only.

Logged notifications include status information and identify which system (or source) an event
occurred on. For instance, in this example, the event log indicates that two logical drives were
added to a system named ‘gas1668b.

Ciate Time Source Diescription
04142006 11:01:44 AMPDT  GAS1668E.adaptec.corm Added logical device: contraller 1, logical device 4 fLogi... [~
@ 0471472006  11:01:44 AMPDT  GAS1668B. adaptec.com Added logical device: controller 1, logical device 3 ("Logi...
@ 041472006 11:01:41 AMPDT  GAS1GBSB.adaptec.com Successfully applied the new configuration: cantraller 1.
€ 041142006 10:53:48 AMPDT  hou2287cadaptec.com  Could not clear the event logs for systerm bou2287c.ada...
€3 04/14/2006  10:53:32AMPDT  GAS1B62B.adaptec.cam Could nat clear the event logs far system GAS16E8E.ad...
04142006 10:40:46 AMPDT  houZ287c.adaptec.com  Reconfiguration cormplete; controller 1, logical device 3 (.|~

Logged notifications are not sent to all systems in your storage space. In the Notifications
Manager, you can specify which systems will send and receive logged notifications; then, you
can add or delete systems as your storage space grows and changes.

Follow the instructions in this section to:

Set up logged notifications (see the next section).

e Send a test notification (see page 108).
e Modify a system’s information or remove a system (see page 109).
e Disable logged notifications (see page 110).

e Clear the notification event log (see page 110).

Setting up Logged Notifications

This section describes how to set up logged notifications for one system in your storage space.
You must complete the tasks in this section for each individual system that you want to
monitor with logged notifications.

To set up logged notifications for a system:

1 Note this information for each system that will receive event notifications about the
selected system:

e Host name or TCP/IP address
e TCP/IP port number (or the default, 34571)

2 In the Enterprise View, select the system you want.
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On the tool bar, click Configure, point to the system, then click Notifications.

Q Configure @ Help

hou2287¥a.adaptec.com (Local system) » »’ General settings
Management service build name » Q Motifications B
- =1 Email Nutiﬁcati%’ns
@ Tasks
Controller 1 € Advanced Statistics

The Notifications Manager opens. The local system is automatically included in the list of
systems receiving logged notifications. (By default, all local events are listed in the local
event log.)

Notifications Manager on Notifications Tab
File View Actions Help
=) add system Delete system Modifsystem &8 Help

General settings l_.'.:'__. Notifications /|’ (=1 Email Notifications r@ Tasks r t Advanced Statistics

Host name | TCRIP address | Fort | Last event sent
bou2287a.adaptec.corm  |10.20.100.100 |34571 117292007 02:09:35 PM ..

ource ofification event description
@ 1172802007 041513 PM PST Motification Manager started with notifications Enahled.

Note: You can access other features in this window, such as the Task Manager (see
Scheduling Recurring or Resource-Intensive Jobs on page 80), by clicking their tabs.

In the tool bar, click Add system.
The Add System window opens.

Enter the host name or TCP/IP address of another system in your storage space that will
receive event notifications generated by the local system. (If you are not using the default
port number, 34571, enter the TCP/IP port.) Then, click Add.

£ Add system

Host name or

TCRAFP address ||1IJ.QD.1D.EDD |
TGP port |34,5?1 |
‘ Add m‘ ‘ Cancel ‘ ‘ Help ‘

Repeat this step to add other systems to Notifications Manager.
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6 When you're done, click Cancel to close the Add System window.

The systems you added appear in the Notifications Manager.

General settings l_.'.:'_-, Notifications rEIEmaiI Notifications r@' Tasks r t Advanced Statistics

Host name TCPAP address Port Last event sent
bou2287a.adaptec.com 10.20.171.200 34571 110282007 021935 PM ...
10.20.10.200 10.20.10.200 34571 11292007 02:31:21 PM ...
10.20.10.201 10.20.10.201 34571 110282007 02:21:33 PM ...

Close the Notifications Manager when you're done.

Repeat the steps in this section for each system you want to monitor with logged
notifications.

Sending a Test Event

To ensure that a system is receiving logged notifications, you can send a test event.

To send a test event:

1
2

In the Enterprise View, select the system you want.

On the tool bar, click Configure, point to the system, then click Notifications.

The Notifications Manager opens.
In the Notifications list, click on the system you want to send a test event to.
Note: You can only send a test event to one system at a time.

On the menu bar, select Actions, then click Send test event.

File View | Actions | Help
= pad sys) S Add system Modify system 48 Help
Delete em
J Generd o syst —r =1 Email Notifications | (5 Tasks |  Advanced Statistics
=) Mouify system
Ha ddress | Fort | Last event sent
houZ287a.a Send test event |, 34571 1142972007 02:19:38 FM ...
102010200 pucanie notifications 34571 [11/29i2007 D2:21:21 PM ..
10.20.10.20 S 34571 [11r29/2007 02:21:33 FM....

The test event is sent. A message appears indicating either that the test event was sent
successfully or that the test failed. (Click OK to clear the message.)

If the test is successful, the receiving system beeps once, and its event log shows that a test
event was received.

| Date | Time | Source ,I/ Description |
@ TArzarzooy 02:30:41 PM PST bhou22a¥a.adaptec.com ( This is a test event. )
@1”29000? 12:586:596 PM PST bhou22a¥a.adaptec.com L ectionto 10.20.170.11 3 on port number 3.
@ TArzarzooy 12:56:54 PM PST HILEE1 7. adaptec.com Mo contrallers were found inthis system.
@ 111 5/2007 10:01:35 AM PST HILEG1 7. adaptec.com Adaptec Storage Manager started on TCRIP port number 34, <
g aa OO Ty . .l ' Lmink . i hm ikl Tonan - L "
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If the test fails:

a Ensure that the receiving system is powered on and running Adaptec Storage
Manager.

b Open the receiving system’s System Properties window (see Step 4 on page 109) and
double-check the TCP/IP address and port number.

¢ Try sending the test event again.

Modifying a System’s Information or Remove a System

Follow the instructions in this section to specify a notification level for a system, or change the
TCP/IP information or host name of a system.

Note: Does this system receive notifications from more than one system? Ensure you enter the
updated information on all affected systems.

To modify system information:

1 In the Enterprise View, select the system you want.

2 On the tool bar, click Configure, point to the system, then click Notifications.
The Notifications Manager opens.

3 Select the system you want to modify.

4  In the System Properties window, enter the new information or select a new notification
level in the Event Type drop-down menu, then click OK.

£ System properties

Host name |b0u228?a.adaptec.com

|
TCRIIP address |1D.20.1DD.151 |
|

TCRIF port 134,571
Event type Error, Warning, Informational "
QKNIJI‘IB
Error
Error, Warning =
Error, Warning, Informational

Or,
In the tool bar, click Delete system, then click Yes to confirm the deletion.

Modifications become effective immediately. If you have deleted a system but you still
want to be notified about status and activity by logged notifications, ensure that there is at
least one system on the Notifications list. (See page 106 to add a new system.)
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Disabling Logged Notifications

Logged notifications are enabled by default. You can choose disable them on a selected system,
if required.

Note: If you disable logged notifications, events will be generated for that system but not
broadcast—not even to the local Event Log.

To disable logged notifications:

1 Inthe Enterprise View, select the system you want.

2 On the tool bar, click Configure, point to the system, then click Notifications.
The Notifications Manager opens.

3 On the menu bar, click Actions, then click Disable notifications. (See the illustration in
Step 4 on page 108, if required.)

Event notifications are disabled. The Notifications tab (shown at right)
shows the red ‘disabled” icon.

Re-enabling Logged Notifications
To re-enable logged notifications, repeat steps 1 and 3 in Disabling Logged Notifications,

selecting Enable Notifications during Step 3.
Clearing the Notifications Manager Log

The bottom panel of the Notifications Manager displays status information and messages
about the Notification Manager itself, such as whether notifications were sent successfully or
not. To make it easier to monitor recent events, you can clear the log on a selected system.

To clear the Notification Log:

1 Inthe Enterprise View, select the system you want.

2 On the tool bar, click Configure, point to the system, then click Notifications.
The Notifications Manager opens.

3 On the menu bar, click File, select Clear the event log, then click Notifications.

Eile | View Actions Help
Clear the event log »| =) Notifications & Help

T | E]EmailNotificatichs

@ Tasks

€ Advanced

Close

mail Notifications | (D) Tasks | { Advanced Statistics

Fort | Last event sent
[EYTE |44 mnmnn? na-an-49 o

4  Click Yes to clear the log.
The log is cleared.
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Notifying Users by Email About Status and Activity

You can set up Adaptec Storage Manager to send email messages (or notifications) to a selected
email address when an event, such as the creation of a pool or the failure of a disk drive, occurs
on a system. Email notifications can help you monitor activity on your entire storage space
from any location, and are especially useful in storage spaces that include multiple systems
running the Adaptec Storage Manager Agent only.

Only the users you specify receive email notifications. You can specify which types of events
generate email messages (Error, Informational, Warning). You can also specify if you want to
be notified instantly when an event occurs to ensure that urgent issues receive immediate
attention from the right people. Alternatively, you can specify that you want events “coalesced”
and receive only one email message for each event type.

Follow the instructions in this section to:

e Set up email notifications (see page 111).

e Send a test email (see page 113).

e Modify a recipient’s information or remove a recipient (see page 114).
e Modify email settings (see page 114).

e Disable email notifications (see page 115).

Setting Up Email Notifications

This section describes how to set up email notifications for one system. If you want to monitor
multiple systems by email, you must complete the tasks in this section for each one separately.

Before you begin, note this information:

e The address of your Simple Mail Transfer Protocol (SMTP) server (host name and
domain, or TCP/IP address)

o The name and email address of the person who will receive email notifications
To set up email notifications:
1 In the Enterprise View, select the system you want.

2 In the Adaptec Storage Manager tool bar, click Configure, point to the system, then click
Email Notifications.

Q Configure @ Help

hou2287¥a.adaptec.com (Local system) » »’ General settings
=) Hotifications

‘ ‘ e ‘ =1 Email Notiﬁcations%

@ Tasks
€ Advanced Statistics

Controller 1
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4
5

The Email Notifications Manager opens.

File View Actions Help

%, Add email recipient Delete email recipient Modify email recipient @ Help

f J General settings [’_Q Notifications IT [=] Email Notifications r (5 Tasks r t Advanced Statistics |

Recipient name | Email address | Event type | Motification Type | Last message sent

| Date | | Source | Email message description
@ 022212010 035320 PM PET Email Motification Manager  Email Motification Manager started with messages Enabled.

If you haven’t previously set up email notifications, the SMTP Server Settings window also
opens, as shown in the next Step. (If email notifications are already set up, the SMTP
Server Settings window doesn’t open. Skip to Step 5.)

Enter the address of your SMTP server and the server’s port number (or use the default
port). Then enter the “From” address to appear in email notifications. If an email recipient
will be replying to email notifications, be sure that the “From” address belongs to a system
that is actively monitored.

If authentication is enabled on your SMTP server (that is, the server requires
authentication details before it will send messages to users), select Use Secure Mail Server,
then enter the SMTP server user’s login credentials in the space provided.

£ SMTP server settings

SMTP server address |1IJ2EI‘H]EI151 |

SMTP server port

Default SMTP Semver port

Frarm email address |mwestcoﬂ@adapte com |

Use Secure Mail Server

Userhame |admini5!ramr |

Password |m |

‘ OK | ‘ Cancel | ‘ Help |

Click OK to save the settings.
In the Email Notifications Manager tool bar, click Add email recipient.

The Add Email Recipient window opens.
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7

Enter the recipient’s name and email address, select the level of events for which the
recipient will receive an email, select the notification type—Instant or Coalesced—then
click Add. (For more information on event levels, see page 104.)

Note: With Coalesced natifications, you receive one email message for a group of events, not
for each event individually. The minimum interval between email messages is one minute.

-

= Add email recipient

Recipient name |Jasmine |
Email address |jasminew@adaptec com |
Ewvent type |Err|:|r, Warning |v|
Maotification Type |Coalesced |v|

| Add | | Cancel | | Help |

Repeat this Step to add other recipients to the Email Notifications Manager.
When you're done, click Cancel to close the Add Email Recipient window.

The email recipients you added appear in the Email Notifications Manager.

File View Actions Help

%, Add email recipient @ Help
f J General settings [’_Q Notifications IT [=] Email Notifications r (5 Tasks r t Advanced Statistics
Recipient name Email address Event type Motification Type Last message sent
Jasmine jasminew@adaptec.com  |Error, Warning Coalesced Mever
Matalie mwilding@adaptec.cam  |Error Instant Mever
Earry barnti@adaptec.com Errar Coalesced Mever

Repeat the steps in this section for each system you want to monitor with email
notifications.

Close the Email Notifications Manager, then continue by sending test messages to all
recipients, as described in the next section.

Sending a Test Message

To ensure that an email recipient is receiving event notifications, you can send them a test message.

To send a test message:

1
2

In the Enterprise View, select the system you want.

In the Adaptec Storage Manager tool bar, click Configure, point to the system, then click
Email Notifications.

The Email Notifications Manager opens.
Click on the email address you want to send the test message to.

Note: You can only send a test message to one email address at a time.
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4 On the menu bar, select Actions, then click Send test message.

File View |Actions | Help
f Addem{ @ Addemail recipient € Help
@ Delete email recipient = - - —
7 Genera 3 ) . Email Notifications r {5 Tasks r t Advanced Statistics
-& Modify email recipient
Recipi Event type Motification Type Last message sent
Jasmine Send test message % om |Errar, YWarning Coalesced Mever
Matalie SMTP server settings Errar Instant Mever
Earry n ) 3 n Errar Coalesced Mever
Disable Email Hotifications

The test message is sent.
If the test is successful, the email recipient receives the test message. If the test fails:

a Ensure that the recipient’s email address is correct. (See Modifying a Recipient’s
Information or Removing a Recipient on page 114 to modify the address.)

b Ensure that your SMTP server address is correct. (See Modifying Email Settings on page
114 to modify the address.)

¢ Try sending the test message again.

Modifying a Recipient’s Information or Removing a Recipient

This section describes how to modify a recipient’s email address, change the types of event
notifications the recipient receives, or stop sending email notifications to a recipient from a
selected system.

To modify a recipient’s information:
1 Inthe Enterprise View, select the system you want.

2 In the Adaptec Storage Manager tool bar, click Configure, point to the system, then click
Email Notifications.

The Email Notifications Manager opens.

3 Select the recipient you want, then click Modify email recipient. Change the information
as required, then click OK.

Or,

Select the recipient you want, click Delete email recipient, then click Yes to confirm the
deletion.

Modifications become effective immediately.

Modifying Email Settings

You can modify these email settings as your needs change:
e Address of your SMTP server

e ‘From’ address that will appear in email notifications
To modify email settings:

1 In the Enterprise View, select the system you want.

2 In the Adaptec Storage Manager tool bar, click Configure, point to the system, then click
Email Notifications.
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The Email Notifications Manager opens.

3 On the menu bar, select Actions, then click SMTP server settings.

File View |Actions| Help
& Add em: & Add email recipient & Help
Delete email recipient
7 Genera @ = 0 Email Notifications r {5 Tasks r t Advanced Statistics
-& Modify email recipient
Recipi Event type Motification Type Last message sent
Jasmine Send test message om_|Error, Warning Coalesced Mever
Matalie SMTP server settings Errar Instant Mever
Earry ) : 5 ) % Errar Coalesced Mever
Disable Email Hotifications

The SMTP Server Settings window opens.

4 Edit the SMTP server settings as required, then click Add to save the settings.

Disabling Email Notifications

Email notifications are enabled by default. You can choose disable them on a selected system, if
required.

Note: If you disable email notifications, events will be generated but email messages won’t be
sent.

To disable email notifications on a selected system:
1 Inthe Enterprise View, select the system you want.

2 In the Adaptec Storage Manager tool bar, click Configure, point to the system, then click
Email Notifications.

The Email Notifications Manager opens.

3  On the menu bar, click Actions, then click Disable Email Notifications.

Email notifications are disabled. The Email Notifications tab (shown at
right) shows the red ‘disabled’ icon.

Re-enabling Email Notifications

To re-enable email notifications, repeat Steps 1 and 2 in Disabling Email Notifications, selecting
Enable Notifications during Step 2.
Clearing the Email Notifications Log

The Email Notifications log displays status information and messages about the Email
Notification Manager itself, such as whether email notifications were sent successfully or not.
To make it easier to monitor recent events, you can clear the Email Notifications log on a
selected system.

To clear the Email Notifications log:
1 In the Enterprise View, select the system you want.
2 On the tool bar, click Configure, point to the system, then click Email Notifications.

The Email Notifications Manager opens.




Chapter 9: Monitoring Status and Activity e 116

3 On the menu bar, click File, select Clear the event log, then click Email Notifications.

Eile | View Actions Help

Clear the event log » =) Notifications & Help
=] Email Hotifications
Close = Qmail Notifications | (D Tasks | { Advanced Statistics |
i ® Tosks | | Hofcat | [
e
- FESHEIOSTE € pianced B NelfalonTpe | Lastmescage ceri |

4 Click Yes to clear the log.
The log is cleared.

Notifying Users by SNMP Trap About Status and Activity

Note: Before attempting the tasks in this section, you should be familiar with SNMP traps concepts
and technology.

If you are running Windows or Linux, you can use your operating system to monitor Simple
Network Management Protocol (SNMP) traps in your storage space, such as disk drive failures
and logical drive verifications. One system—typically the system where the GUI is installed—
can receive SNMP trap notifications.

To configure SNMP support on:
e Windows, see the next section.

e Linux, see page 117.

Setting Up SNMP Notifications on Windows

Note: Be sure your Windows installation includes SNMP support. By default, Windows 2000 and
Windows XP do not install SNMP.

To install and configure SNMP support:

1 From your desktop, open the Windows Computer Management tool, then select Services
from the tree.

@

LI Computer Management

g File Action Wiew ‘window Help ;@IJ
& (| 2
I Computer Management: {Local)y Kame | Description Status | Startup Type | Log Cn A4
= m System Tools %Remote Pracedure ... Providesth.., Started Automatic Netwark,
+ (] Event: Viewer %Remote Procedure ... Managestk... Manual Metwork.
+ % Shared Folders %Remote Reegistry Enables re...  Started Automatic Local Ser
F Local Users and Groups %Removable Shorage Manual Local Sys
+ Performance Logs and Alerts N . i
g Device Managsr %Rout\ng and Remot.., Offers rout... Disabled Local Sys
= & Storage %Secondary Logon Enables st...  Started Automatic Local Sys
5 Femovable Storags %Secunty Accounts .., Stores sec,,,  Starked Automatic Local Sys
§ Disk Defragmenter %Security Cenker Monitors 5., Automatic Local Sys
Disk Management Server Supports fil,.. Starked Automatic Local Sys
El 33 Services and Applications %She\l Hardware Det... Started Automatic Local Sys
%Smert Card Manages ... Manual Local Ser
WML Control %SNMP Service Includes ag Manual Local Ser
+ 5B Indewing Service %System Ewent Matifi,.. Tracks syst,.. Started Autoratic Local Sys
+ ﬂ ClearCase %Sy’stem Restore Ser... Performss... Started Autornatic Local Sys
%Task Scheduler Enablesa...  Started Automatic Local Sys
%TCPJ’IP MNetBIOS Hel... Enables su... Started Automatic Local Ser
84 Telephory Provides T..,  Started Manual Local Sys™
< >
< »  Extended A Standard

2 Double-click SNMP Service.

The SNMP Service Properties window opens.
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3 Click the Traps tab, then enter the IP address of each system on which you want to enable
traps.

4 C(Click OK.
5 Start the SNMP service.

Setting Up SNMP Notifications on Linux

For the Linux operating system, the Adaptec Storage Manager SNMP agent is a sub-agent that
interfaces with the UCD-SNMP agentx architecture. UCD-SNMP is a third-party package for
Linux; for information, documentation, and downloads, see www.net-snmp.org.

To configure SNMP support:
Install Adaptec Storage Manager (see page 20).

Add Adaptec OID information and agentx extension information to the snmp.conf.

1
2
3 Delete /var/agentx/master (socket file for agentx).
4 Start the snmpd daemon and agentx.

5

Start aus-snmp daemon.

Refer to your Linux documentation for information on configuring UCD-SNMP, agentx, and
setting up traps.

Notifying All Users About Status and Activity

You can set Adaptec Storage Manager to send status alerts about a specified system to all users
who are logged into your storage space. You might want to do this if your storage space isn’t
managed by a dedicated person, or if that particular system is off-site or not connected to a
monitor. Event alerts signal everyone working on the storage space that a system requires
technical assistance.

When you set Adaptec Storage Manager to broadcast event alerts, all logged-in users receive
messages about all types of events. In Windows, these alerts appear as pop-up messages; in all
other operating systems, these alerts appear as console messages.

When enabled, event alerts occur independent of event notifications (see page 106) and email
notifications (see page 111).

To enable event alerts:

1 In the Enterprise View, select the system you want.
1 On the tool bar, click Configure, point to the system you want, then click General Settings.

QConﬁgure @Help

hou2287¥a.adaptec.com (Local system) » »’ General settings
lgNotiﬁt:atilJns % I:

=] Email Notifications

nnector 0 ("CHD") @ Tasks j]

€ Advanced Statistics |

The Adaptec Storage Manager Agent General Settings window opens for that system. (See
the figure on page 131.)
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2 Select Broadcast events to logged-in users, then click Save changes.

3 Restart Adaptec Storage Manager to apply the change.

Changing an Operating System’s Event Log Setting

In addition to the Adaptec Storage Manager event log, all Warning- and Error-level events on a
system are recorded in its operating system event log. You can customize the level of events that
are recorded, or you can disable operating system event logging.

To change or disable operating system event logging on a system:
1 In the Enterprise View, select the system.

2 In the tool bar, click Configure, point to the system, then click General Settings.

Q Configure @ Help

hou2287¥a.adaptec.com (Local system) » »’ General settings
lgNotiﬁt:atilJns % I:
=] Email Notifications
nnector 0 ("CHD") @ Tasks j]
€ Advanced Statistics

The Adaptec Storage Manager Agent General Settings window opens for the system you
selected.

ﬁ General settings r Q Motifications r [=1 Email Notifications r @ Tasks r t Advanced Statistics|
Agent system port
Agent systern base part numhber 344571

Agent system notifications

Save events to 05 log |Errur, Warning |V|
Broadcast events to logged-in users |
Sound alarm
Alarrm interval (Seconds) 200 |
Auto discovery
Enable auto discovery
Auto discovery scopes Auto Discovery
Auto discovery base port number 34570
Auto discovery heartbeat interval (in seconds) 360

SLP Directory Agent IP address {optional)

Refresh from agent | | Save changes

Note: You can access other utilities in this window, such as the Task Manager (see Scheduling
Recurring or Resource-Intensive Jobs on page 80), by clicking their tabs.

3 In the Save events in OS log drop-down menu, select the type of event logging that you
want, then click Save changes.

4 Restart Adaptec Storage Manager to apply the new setting.
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Logging Statistics for Remote Analysis

You can use Adaptec Storage Manager to gather advanced usage statistics for the RAID
controllers in your system, and to periodically send the data to Adaptec, or other designated
contacts, for analysis. This feature is referred to as “call home”.

The information gathered by Adaptec Storage Manager includes:

e Advanced IO and usage statistics for the controllers on your system, including MaxIQ
cache statistics

Note: If you prefer not to gather statistics for a controller, you can disable statistics logging.
See Disabling Statistics Logging on a Controller on page 93.

e Controller configuration data, such as the number of logical drives, their RAID levels, and
size

e Error log files

Note: Adaptec Storage Manager does not gather proprietary site information when logging
statistics for remote analysis. In addition to logging |/0 usage statistics, it gathers the same error
log files and controller configuration data as the ASM support archive. For more information, see
Creating a Call Home Support Archive on page 123 and Creating a Support Archive File on page
141.

Follow the instructions in this section to:

e Set up the statistics logging frequency, reporting interval, and contact information (see
next section).

e Configure proxy server settings (see page 121).

e Send a test message (see page 121).

e Disable/Enable call home messages (see page 122).

e Clear the Advanced Statistics Manager event log (see page 122).
e Create a call home support archive (see page 123).

e View the statistics for a controller, hard drive, SSD, or logical drive (see page 123).

Setting Up Statistics Logging

This section describes how to set up advanced statistics logging, including the logging
frequency, reporting interval, and contact information. The logging frequency is the rate at
which I/O statistics are read from the controller. The reporting interval determines how often
Adaptec Storage Manager sends the data to your contacts.

Note: Typically, you enable statistics logging the first time you log in to Adaptec Storage Manager.
If you haven’t enabled statistics logging, follow the instructions on page 122, then continue with
the instructions below.

To set up statistics logging for a system:

1 Inthe Enterprise View, select the system you want.
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On the tool bar, click Configure, point to the system, then click Advanced Statistics.

Q, Configure @ Help

hench-1a.adaptec.com {Local systemj ¢ .’ General settings
=) Notifications
=7 1 =1 Email Notifications
ad devices [i @ Tasks
i - Optimal {29.802 GB) [ t Advanced Statis‘tics[:

The Advanced Statistics Manager opens.

Advanced Statistics Manager on Advanced Statistics Tab

File View Actions Help
@Help
[ General settings | =) Notifications | (=1 Email Notifications | (D) Tasks | (‘Advanced Statistics

Statistics logging frequency
[ save as.CSV 15 min 1 hr 3hr 12 hr 24 hr
. —
SIS T T EETEY Never 1 day 3 day 1 Wik 3\Week 1 Month
Send statistics datato Adaptec
[] Others
Days to keep statistics logs 1 day 3 day 1Week  3Week  1Month  3Month  Always |
Save statistics logs at ptecidapte: Storage Managen
[] Send customer contact
Contact person Email ID
Phone Number
clear all logs Apply 14
-
| Date | Time | Source | Call Horne message description
(027242010 0B:21:23 AM PST Advanced Statistics Manager Advanced Statistics enabled.
@ 022272010 03:53:20 PM PST Advanced 0 Statistics Man... Advanced IO Statistics Manager started with messages En...
@ 022372010 03:53:20 PM PST Advanced Statistics Manager Advanced Statistics Manager started with messages Disab...

Adjust the Statistics logging frequency slider. (The default is 15 minutes.) Select Save as
.CSV to save the statistics logs in both CSV and XML format; the default is XML only.

Adjust the Statistics transmission frequency slider. (The default is 1 day.)

In the Send statistics to field, select Adaptec and/or Others. If you select Others, enter the
datacenter URL in the text box.

Adjust the Days to keep statistics logs slider. (The default is 1 day.)

Enter the storage location for the statistics logs or use the default location. Click Browse to
select a location in your file system.

To send customer contact information along with the statistics logs, click Send customer
contact, then enter the contact’s email address and phone number.

Click Apply.

Note: To transmit the statistics immediately and to delete the statistics logs, click Clear all
logs, then click Yes to confirm.




Chapter 9: Monitoring Status and Activity e 121

Configuring Proxy Server Settings

Adaptec Storage Manager uses the Internet to send statistics to your designated contacts. If
your network uses a proxy server to access the Internet, you must provide your proxy server
connection settings.

To configure your proxy server connection settings:

1 In the Enterprise View, select the system you want.

2 On the tool bar, click Configure, point to the system, then click Advanced Statistics.
The Advanced Statistics Manager opens.

3 On the menu bar, select Actions, then click Call Home connection settings.

The Call Home connection settings window opens.

£ Call Home connection settings @

Instructions

1. Enteryour HTTP proxy information if your netwark reguires
use of & proxy.

2. Click 'Send Call Haome test message’.

3. Ifthe test does not succeed, use the diagnostic infarmation
pravided to solve the prablem. Ifyou need help, contact your
network administrator.

HTTP proxy settings

HTTF proxy || |

HTTP prosy part | |

| Send Call Home test message |

| 0K | | Cancel | | Help |

4 Enter your HTTP proxy server name and port number.

5 Click OK.

Sending a Test Message
To ensure that your contacts are receiving logged statistics, you can send a test message.
1 In the Enterprise View, select the system you want.
2 On the tool bar, click Configure, point to the system, then click Advanced Statistics.
The Advanced Statistics Manager opens.
3 On the menu bar, select Actions, then click Call Home connection settings.
The Call Home connection settings window opens.

4 Click Send Call Home test message. A message appears indicating either that the test
message was sent successfully or that the test failed.
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Click OK to clear the message, then click Cancel to close the Call Home connection
settings window.

Note: If the test fails, try opening port 80. If the test continues to fail, your system
administrator may need to add the Adaptec Storage Manager Agent to your proxy server’s
white list.

Disabling Call Home Messages

If you prefer not to send statistics to Adaptec or other contacts, you can disable call home
messages. Adaptec Storage Manager will continue to collect statistics but will not send them to
your contacts for analysis.

To disable call home messages on a system:

1 Inthe Enterprise View, select the system you want.

2 On the tool bar, click Configure, point to the system, then click Advanced Statistics.
The Advanced Statistics Manager opens.

3 On the menu bar, click Actions, then click Disable Advanced Statistics.

Call home messages are disabled. The Advanced Statistics tab (shown rm
at right) shows the red ‘disabled’ icon.

Re-Enabling Call Home Messages

To re-enable call home messages, repeat steps 1 and 2 in Disabling Call Home Messages,
selecting Enable Advanced Statistics during Step 3.

Clearing the Advanced Statistics Manager Event Log

The bottom panel of the Advanced Statistics Manager displays status information and
messages about the Advanced Statistics Manager itself, such as whether call home messages
were sent successfully or not. To make it easier to monitor recent events, you can clear the log
on a selected system.

To clear the Advanced Statistics Manager event log:

1 Inthe Enterprise View, select the system you want.

2 On the tool bar, click Configure, point to the system, then click Advanced Statistics.
The Advanced Statistics Manager opens.

3 On the menu bar, click File, select Clear the event log, then click Advanced Statistics.

ET9| View Actions Help

Clear the event log »| =) HNotifications

=] Email Notifications
@ Tasks

€ Advanced Statistics
Statistics Ioggingn‘equermv—’_‘[%

Close mail Notifications | (5 Tasks | € Advanced Statistics |

4  Click Yes to clear the log.
The log is cleared.
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Creating a Call Home Support Archive

You can create a Call Home Support Archive to gather IO and usage statistics without waiting
for the polling and transmission cycle to complete. Information saved in the archive includes
(but is not limited to) statistics logs, device logs, drive logs, event logs, error logs, controller
logs, and MaxIQ logs. The default name of the archive file is CallHomeSupport.zip.

To create the call home support archive:
1 In the Enterprise View, select the local or remote system.
2 In the menu bar, select Actions, then click Save call home support archive.

3 Enter a name for the archive file or accept the default name, then click Save.

Viewing Statistics

Use the Statistics Viewer to view IO and usage statistics for the controllers, hard drives, SSDs,
and logical drives in your system, including MaxIQ cache statistics. Click on the component in
the main window of Adaptec Storage Manager, select Actions, then:

e For hard drives, SSDs, or logical drives, click View Statistics Data
e For controllers, select Advanced Statistics, then click View Statistics Data

The statistics listed vary, depending on which type of component you select. The example
below shows the MaxIQ statistics for a logical drive, including cache hits and misses and a
histogram of cache hit distribution.

£ Advanced Statistics - x|

Lj Device 0 - Optimal (1.362 TE)

General -
DRAM SSD cache B
10 Statistcis Statistics Parameter Walug
MaxlQ Statistics Hits 19461
alid Pages E2523
updates onwrites o =
|rwalidations by large wiites
Imvalidations by R balance 0
Irvalidations by replacement [t
Irwalidations by other 0
FPage Fetches E2523 —
SSD cache page hit distribution
T e e e e e e e e e e R e |
| count [4os14[s3ss 4z zae [ 1 | o [ o [ o [ o[ o [ o[ o[ o[ o ol ol o] L
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This chapter explains how to customize Adaptec Storage Manager as your requirements
change and update it as new versions become available.
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Updating Adaptec Storage Manager

When newer versions of Adaptec Storage Manager become available, you can update your
storage space, if required.

Newer versions of Adaptec Storage Manager can be downloaded from the Adaptec Web site at
www.adaptec.com.

If a newer version of Adaptec Storage Manager includes features that are incompatible with an
earlier version and therefore isn’t “downgradeable” after installation, you will be notified by
Adaptec Storage Manager before the installation begins.

Note: If a previous version of Adaptec Storage Manager is installed on your system, you must
remove it before installing a new version.

Adding Enhanced Features

As you grow your storage space, you can enhance data protection and improve performance by
upgrading your Adaptec controller with extra features, then manage these enhanced features
with Adaptec Storage Manager.

For the most up-to-date information about available upgrade features, refer to the Adaptec
Web site at www.adaptec.com.

Locked features—features which are unavailable without a key— have a padlock icon
beside them, as shown in the figure at right. If you select a locked feature, you are =
reminded that a key is required to unlock it.

To purchase a feature key (also known as a software license key), contact your Adaptec Reseller
or refer to the Adaptec Web site at www.adaptec.com.

To unlock enhanced features with a feature key, see page 125.

Unlocking the Enhanced Features

To unlock enhanced features with a feature key:

1 Inthe Enterprise View, right-click the controller you want, then click Add feature key.
The Add Feature Key window opens.

2 Enter the feature key, then click OK.

3 Click OK to confirm.

The enhanced features are unlocked and are now ready for use.

Setting Preferences and Changing Views

Change display settings, and add or remove features from the Adaptec Storage Manager main
window to make managing your IP SAN easier and more effective.

Note: The tasks described in this section are optional.
You can customize Adaptec Storage Manager by:
e Reorganizing the Enterprise view tree (see the next section).

e Selecting the standard unit of measure shown for disk drives (see page 127).
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e Excluding the tool bar or status bar from the main window, or turning off the Tool Tips
(see page 127).

Reorganizing the Enterprise View
You can reorganize the Enterprise view tree to suit your needs.

You can set Adaptec Storage Manager to sort systems in the Enterprise View alphabetically or
chronologically. (By default, systems are listed in alphabetical order.)

To reorganize the Enterprise View:
1 In the menu bar of the main window, select File, then click Preferences.
The User Preferences window opens.

2  Click the Display options tab.

Alarm settings | Display options |

Display options

System tree orientation |Direc‘l Attached Storage first | - |

System tree sorting |nlphahetical | - |
Capacity display units |Autu-select | - |
Help browser IEXPLORE.EXE
| (0], | | Cancel | | Help |

3 Change the System tree sorting or System tree orientation setting as required, then click
OK.

Note: The local system always appears first when you sort objects alphabetically.

The changes are applied immediately.
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Setting the Standard Unit of Measure

You can set Adaptec Storage Manager to show disk drive capacity in measures of megabytes
(MB), gigabytes (GB), or terabytes (TB).

You can choose the Auto-select setting to allow Adaptec Storage Manager to show the most
appropriate unit of measure based on disk drive size. This option allows different disk drives to
be shown in different units of measure. By default, disk drives are shown in GB.

To change the standard unit of measure:

1 In the menu bar of the main window, select File, then click Preferences.

2 Click the Display options tab.

3 In the Capacity display units drop-down menu, select the option you want.

Alarm settings | Display options |

Display options

System tree orientation |Direct Attached Storage first | - |

System tree sorting |nlphahetical | b4 |
Capacity display units Auto-select | -
MB

Help browser GB
B
Auto-select D\Sr
|_ 0K | | Cancel -| Help

4 Click OK.

The change is applied immediately.

Changing the Main Window Appearance

You can choose to remove the tool bar and status bar from the main Adaptec Storage Manager
window to save space on-screen. You can also choose to turn off the Tool Tips that
automatically appear when you place your cursor over on-screen items.

To change the appearance of the main window, in the menu bar select View. The options in the
View menu are toggle switches, which means they can be selected and deselected by clicking them.

Managing Remote Systems

Adaptec Storage Manager has a wizard to help you manage the remote systems in your storage
space. The wizard simplifies the process of connecting to remote systems from the local system
and adding them to the Enterprise View.

When you start Adaptec Storage Manager, an “auto-discovery” task runs in the background,
continuously searching your network for systems running the Adaptec Storage Manager Agent.
The wizard presents a list of discovered systems. You can select systems to add to the Enterprise
View when you start Adaptec Storage Manager. You can also remove systems you no longer
want to manage.
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Adding and Removing Remote Systems in the Wizard

This section describes how to add or remove discovered systems in the Remote systems wizard.
When you add systems, you can set up a group login to connect to all selected systems with a
single user name and password. You can also add discovered systems to the Enterprise View
without logging in.

To add or remove remote systems in the wizard:

1 In the Enterprise View, select Direct Attached Storage.

2 From the Actions menu, select Manage Remote Systems.
The wizard opens.

3 Select the discovered systems you want to add to the Enterprise View, then click Add. Click
Add All to select all discovered systems.

Managed system. To add ar remove a managed system, selectthe desired systems and use the arrow buttons. When cormplete click Mext';

Direct Attached Storage

Discovered Systems Managed system
@ apteryx (] @ asm-initiator4
@ asm-initiator 1.adaptec.com @ adaptec-taag1
18 aya1225d2 [ chuck-labz

8 billyr ay-eas543
I8 bubba-boop

[ djs-tyan-w2k3
[ FeathersMcGraw
@ gromit

@ ISTORM-ASM 1.istorm.local
[ kni2030b.adaptec.com L
I8 Kw-Office-Test
8 mad2084b

[ mathazar

@ mongo
mw2003tape

I8 na 37621dcf5314
@ otc-pvg-sequoia
8 pvy-bench-11.1
I8 pvy-hdgual-2 ’W‘
@8 pray-jaguare

@ PWG-Marauder-X ‘ << Remove All

{18 REI2056LAP.adaptec.com
[ reliant. adaptec.com

[ ros2086a.adaptec.com

[ rtp-buildview1.adaptec.com
[ rtp-golem 1.adaptec.com
(T} rtn_cnlem 44 adanter com

4

‘ < Back | Next » || Cancel || Help ‘

To remove a system from the Enterprise View that you no longer want to manage, select it
from the Managed systems list, then click Remove. Click Remove All to remove all
managed systems.
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4  Click Next, review the Managed systems summary, then click Apply.

Manage Systems summary

Manhaged systern change sumrnary: Review your changes and select Apply' to aceept your changes or 'Back'to modify your changes.;

4 Click "Apphy’ to save your managed systems changes.

Swstern Marme \ Systern Address | Systern Type \ Specified Action
@ 12.11.11.21 1211.11.21 Direct Attached Storage Remove
10.110.10.67 10.110.10.67 Direct Attached Storage Remove
10.110.5.63 10.110.5.63 Direct Attached Storage Remove
@ asm-initiator4 12.11.11.23 Direct Attached Storage Add
@ adaptec-taag1 192.168.220.13 Direct Attached Storage Add
@ chuck-lah2 10.5.3.23 Direct Attached Storage Add
@ mw2003tape 10.7.3.17 Direct Attached Storage Add
| < Back | Apphy | ‘ Cancel | | Help |

If you removed systems that you no longer want to manage, the Removing systems

window opens. To continue receiving events from these systems, select Continue to
receive events from remote system(s) from the drop-down list; otherwise, select Do not
continue to receive events from remote system(s). Then, click OK.

v'- Removing systems E

Removing systems
12.11.11.21:
101101067
10110563

|Do not continue to receive events from the remote systemis). | > |

| 0K || Cancel || Help |
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6 If you added systems, Adaptec Storage Manager prompts you to enter login credentials for
the selected systems. In the Login to managed system window, enter a user name and
password if security is enabled on the remote systems. Select Login to all selected systems
with this username and password to use the same username/password combination for all
selected systems. (You will be prompted to login to each remote system individually if you
do not choose this option.) Select Save username/password to use the same login
credentials each time you start Adaptec Storage Manager.

v'- Login ko managed system E

Mote: The system must be running the Adaptec Storage Manager.

Host name or TCPAP address:

System startup port number:
*User name: administrator
*Password: [

Save user hame/password
Login to all selected systems with this user name and password
O

* Optional fields. If securly Js enabied and fields are biank, aystarn will be
gocied without fogin,

| Connect || Cancel || Help |

To add all selected systems to the Enterprise view without logging in, select Add all selected

systems to managed system view without logging in. Choosing this option causes all other
options to be grayed out.

7 Click Connect. The wizard closes and the selected systems are added to the Enterprise
View.

Note: Adaptec Storage Manager adds all selected systems to the Enterprise view even if login
fails on some systems. For those systems, try logging in again with different credentials.

Changing Auto-Discovery Settings

Auto-discovery, in Adaptec Storage Manager, is enabled by default. The auto-discovery task
runs in the background each time Adaptec Storage Manager is started. You can disable auto-
discovery if desired, and configure the auto-discovery settings described below.

To change auto-discovery settings on a system:
1 Inthe Enterprise View, select the local system.

2 In the tool bar, click Configure, point to the system, then click General Settings.

Q Configure @ Help
bou2287a.adaptec.com {Local system) » \’ General settings
=1 Notifications %
=1 Email Notifications I:
nnector 0 {"CHO"} @ Tasks i)
B € Advanced Statistics
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The Adaptec Storage Manager Agent General Settings window opens for the system you
selected. The auto-discovery settings appear at the bottom:

l/ »’ General settings [’_Q Motifications r =1 Email Notifications r @ Tasks |

Agent system port
Agent systern base part number 34571
Agent system notifications
Save events to 05 log |Error, Warning |V|
BEroadcast events to logged-in users (|
Sound alarm
Alarrr intereal (Seconds) 200 |
Auto discovery
Enahle auto discovery
Auto discavery scopes Auto Discovery
Auto discavery base port number 34570
Auto discavery heartbeat interval {in secands) 360
SLF Directory Agent IP address {optional)

3 To enable/disable auto-discovery, select Enable auto-discovery. (This option toggles
between enabled and disabled.)

4  Update the auto-discovery settings, as required:

e In the Auto discovery scopes field, enter a comma-separated list of scopes. To be
discovered by the auto-discovery task, the local system and remote system must have at
least one scope in common. The default scope for an Adaptec Storage Manager Agent
is Auto Discovery.

e Inthe Auto discovery base port number field, enter the port’s TCP/IP address. You can
use any port for auto-discovery. However, to use an existing SLP infrastructure, you
must use port 427. The default port is 34570. If you change the port, you must restart
the Adaptec Storage Manager Agent for the change to take effect.

e In the Auto discovery heartbeat interval field, enter the number of seconds between
each auto-discovery check. This number determines how often Adaptec Storage
Manager checks for changes in remote system resources. The default is 360 seconds.

e In the SLP Directory Agent address field, enter the TCP/IP address of the SLP
Directory Agent. Applies only if you specified port 427 for an existing SLP
infrastructure.

5 Click Save Changes.

Working with Display Groups

You can organize related local and remote systems into display groups within the Enterprise
View to make monitoring and modifying your storage space faster, easier, and more efficient.

Once display groups are created, they’re sorted alphabetically and appear in the Enterprise
View below any systems that are not part of a display group.

A system can belong to only one display group at a time; you can’t include the same system in
multiple display groups.

Follow the instructions in this section to:
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e Create display groups (see the next section).

e View display group properties (see page 133).

e Move a system from one group to another (see page 133).
e Rename a display group (page 134).

e Remove a system from a display group (page 134).

e Delete a display group (page 134).

Creating Display Groups

You can organize related local and remote systems into display groups to make managing your
storage space easier and more effective.

Systems in a display group appear together in the Enterprise View under the group name.
To create a display group:

1 In the Enterprise View, right-click on a system that you want to add to a display group,
select Change display group, then click New group.

Enterprise view | L
¢ [ Direct Attached Storage
LR hou2287a,
8 Contro fodjout
¥ Contro Agent actions »
¥ Contro . .
o @ HIL6617.a Save printable configuration
Save support archive
Clear logs on all controllers
Change display group ¥ ® None
Properties New group... [:

2 Enter a name for the new display group, then click OK.

£| Group name

Group name fsroups,

| OK || Cancel || Help |

The display group is created and the system you selected in Step 1 is added to it.

Enterprise view
? ﬁ Direct Attached Storage




Chapter 10: Updating and Customizing Adaptec Storage Manager e 133

3 To add another system to the display group, repeat right-click on that system in the
Enterprise View, select Change display group, then click the display group name.

Enterprise view
? @ Direct Attached Storage

Agent actions 3

Save printable configuration
Save support archive
Clear logs on all controllers

Change display group K ® None
Properties O Groupa
HNew group...

The system is added to the display group.

Enterprise view

] ﬁ Direct Attached Storage
Ll = Groupi
_____ hou2287a.adaptec.com (Local system)
HILG6 17 .adaptec.com

Note: A system can belong to only one display group at a time; you can't include the same
system in multiple display groups.

Viewing Display Group Status

To quickly view the status of systems within a display group, you can open the display group
Properties window.

In the Enterprise View, right-click on the display group, then click Properties. The Properties
window opens for that display group, summarizing the status of the systems that belong to that
group.

£ Properties

Grouph

System group

Group name Groups,
Murnber of ranaged systerm 2
Swysterms with good status 2
Systerns with unknown status 0
Swystermns with problems ]

Moving a System from One Display Group to Another

To move a system from one display group to another:
1 Inthe Enterprise View, right-click the system you want to move.
2  Select Change display group, then click the name of the display group you want.

The system moves to its new display group.
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Renaming a Display Group

You can make managing your storage space easier and more efficient by giving your display
groups meaningful names. To rename a display group:

1 In the Enterprise View, right-click on the display group, then click Rename display group.
2 Enter a new name for the display group, then click OK.

The Enterprise View shows the new name of the display group.

Removing a System from a Display Group

To remove a system from a display group:

1 In the Enterprise View, right-click the system you want to remove.
2 Select Change display group, then click None.

The system is removed from the display group.

Note: Systems that are not part of display groups are listed at the top of the Enterprise View,
above any display groups.
Deleting a Display Group

If required, you can delete a display group. When you delete the display group, the systems that
belonged to it are listed at the top of the Enterprise View, above any remaining display groups.

To delete a display group:
1 In the Enterprise View, right-click on the display group.
2 Click Delete display group.

The display group is deleted and the systems that belonged to it are no longer grouped
together in the Enterprise View.




Solving Problems

In this chapter...

General TroubleShOOTING TIPS ...c.ceevrerururueueeiriririeiereetntrereereseseesesee et e seseseeeseesees 136
Identifying a Failed or Failing COmMpPONent......c..cccveereruenererereeninieenieerieeeseeeseeseneesenene 136
Stopping the Creation of a New Logical DIive ........ccceueeeerecinnenneninieeriecereeeneceneenene 137
Recovering from a Disk Drive Failure .........ccoeevneininininennecieccncceeeceeeeeeeeeenne 137
Rebuilding Logical DITVeS......c.c.ccvivirieueiciciininiiiciccttinereeietesesse et 140
Solving Notification Problems.........cccecveueeccrininiiiciinininiicccinicceteereeeese s 141
Creating a SUPPOrt Archive File......cooueueuciiinininiiiciirreecceee e 141

Understanding Error and Warning MeSSages ........c.ceuevererveerieueirueereeenenueneneeesessesesseeneene 142



Chapter 11: Solving Problems e 136

General Troubleshooting Tips

If you experience problems installing or using Adaptec Storage Manager, follow these
suggestions:

e Ensure that you are logged in to Adaptec Storage Manager at the permission level you need
to perform the tasks you want. (See page 27 for more information.)

e Ensure that all managed systems are powered on and that you are logged in to any remote
systems you want to manage. (See page 32 for more information.)

o Check all cable connections.

e Try uninstalling and reinstalling Adaptec Storage Manager.

Identifying a Failed or Failing Component

When your are notified of a Warning- or Error-level event, use Adaptec Storage Manager’s
rapid fault isolation feature to quickly identify the source of the problem.

For instance, in this example, a disk drive has failed. To find the failed disk drive, follow the
yellow Error icons:

Enterprise view

? @ Direct Attached Storage
o [18 hou2287a.adaptec.com (Local system)
o [} HIL6617.adaptec.com ——Error is on a remote system...
Enterprise view
@ Direct Attached Storage
o~ |18 hou2287 a.adaptec.com (Local system)
¢ W HIL6617.adaptec.com
Wi Controller 1 (Adaptec 52445) ——...on Controller 1...
Enterprise view Physical devices
¢ [ Direct Attached Storage _i Controller 1 (Adaptec 52445)
o [18 pou2287a.adaptec.com (Local system)
¢ R HIL6617.adaptec.com

Connector 0 {"CHO™)

A Controller 1 (Adaptec 52445)
b éh & g

I .
Connector 1 ("CN1") ...on DeV|.ce 1. .
Bt e ey o Double-click Device 1 to open
the Properties window and
alopertic continue tracing the fault to its
rce...
Device 2 - Failed (9.766 GB) source
Device | Capacity | €3 S‘ta‘tus% Phys |
|
Megotiated transfer speed Failed . . .
State 3 Failed ...a disk drive failure.
SMART. errar Mo

Write-cache mode Wirite back
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Stopping the Creation of a New Logical Drive

To stop the creation of a new logical drive, right-click on the magnifying glass icon, then select
Stop current task. You can also change the priority of the build task to High, Medium, or Low
by selecting Change background task priority from the same right-click menu.

Logical devices

=lt[=[=] ﬁ

3 Logical devices (1)
>

(@ Hints and tips

Ay Buildferify in progress. You cannot alter the configuration.

Stop current task %
Change background task priority »
Delete logical device

Properties

—

Recovering from a Disk Drive Failure

When a disk drive fails for any reason, it is represented in Adaptec Storage
Manager with a red X, as shown at right.

This section explains how to recover when a disk drive fails:

e If the logical drive was protected by a hot spare (see the following section).

e Ifthe logical drive was not protected by a hot spare (see page 138).

e Ifthere is a disk drive failure in more than one logical drive simultaneously (see page 138).
e [Ifitisa RAID 0 logical drive (see page 138).

e If multiple disk drives fail within the same logical drive (see page 139).

e Ifyou want to force a logical drive with multiple drive failures back online (see page 140).

Failed Disk Drive Protected by a Hot Spare

When a logical drive is protected by a hot spare, if a disk drive in that logical drive fails the hot
spare is automatically incorporated into the logical drive and takes over for the failed drive.

For instance, when a disk drive fails in the RAID 5 logical drive shown in the next example, the
logical drive is automatically rebuilt (its data is reconstructed) using the hot spare in place of
the failed drive. You can access the logical drive while it’s rebuilding.

Physical devices | Logical devices
@[z[=]=]
Connector O {"CHO") L% Logical devices (1)
P G B @ v L5
Connector 1 ("CN1") Physical devices | Logical devices
e e e e it Controlier 2 =[r[=]=
Connector O {"CHD") @ Logical devices (1)
D Gh G @ v GA ...and logical
Hot spare takes over...______| drive is rebuilt
ConneCiD UGN IR with hot spare.

~.Disk drive shows | @ @ ['g @
Failed status...__ |
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Note: A hot spare icon changes from light-blue to dark-blue when it becomes part of a logical drive.

To recover from the failure:
1 Remove and replace the failed disk drive (following manufacturer’s instructions).

2 If copyback is not enabled—Remove the ‘hot spare’ designation from the original hot spare
(the disk drive that was built into the logical drive). See page 56 for instructions. Then,
designate a new hot spare to protect the logical drives on that controller.

If copyback is enabled—Data is automatically moved back to its original location once the
controller detects that the failed drive has been replaced. No action is required. See
Enabling Copyback on page 57 for more information.

Failed Disk Drive Not Protected by a Hot Spare

When a logical drive is not protected by a hot spare, if a disk drive in that logical drive fails,
remove and replace the failed disk drive. The controller detects the new disk drive and begins
to rebuild the logical drive. You can access the logical drive while it’s rebuilding.

For instance, when one of the disk drives fails in the RAID 1 logical drive shown in the next
example, the logical drive is not automatically rebuilt. The failed disk drive must be removed
and replaced before the logical drive can be rebuilt.

Physical devices | Logical devices

2 Contoter @[ 7]=[z]
Channel 0 {14 devices found) Logical devices {23

e e el de e a a vk A

g g g gm g e

If the controller fails to rebuild the logical drive, check that the cables, disk drives, and
controllers are properly installed and connected. Then, if necessary, follow the instructions in
Rebuilding Logical Drives on page 140.

Failure in Multiple Logical Drives Simultaneously

If there’s a disk drive failure in more than one logical drive at the same time (one failure per
logical drive), and the logical drives have hot spares protecting them, the controller rebuilds the
logical drives with these limitations:

e A hot spare must be of equal or greater size than the failed disk drive it’s replacing.

e Failed disk drives are replaced with hot spares in the order in which they failed. (The
logical drive that includes the disk drive that failed first is rebuilt first, assuming an
appropriate hot spare is available—see the previous bullet.)

If there are more disk drive failures than hot spares, see Failed Disk Drive Not Protected by a Hot
Spare on page 138.

If copyback is enabled, data is moved back to its original location once the controller detects
that the failed drive has been replaced. See Enabling Copyback on page 57 for more information.

Disk Drive Failure in a RAID O Logical Drive

Because RAID 0 volumes do not include redundancy, if a disk drive fails in a RAID 0 logical
drive, the data can’t be recovered.
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Correct the cause of the failure or replace the failed disk drives. Then, restore your data (if
available).

Multiple Disk Drive Failures in the Same Logical Drive

If multiple disk drives fail in the same logical drive, you may be able to recover the data by
recreating the logical drive in the wizard without the initialization step. Omitting the
initialization step reconstructs the logical drive metadata without modifying or destroying any
other data on the disks.

Note: RAID 6 and RAID 60 logical drives support two simultaneous disk drive failures (see page
160). In some instances, RAID 10 and RAID 50 logical drives may survive multiple disk drive
failures, depending on which disk drives fail. See Selecting the Best RAID Level on page 152 for
more information.

Caution: This procedure is not guaranteed to successfully recover your logical drive. The
preferred and surest way to recover your data is to restore the failed logical drive from backup.

To recreate the logical drive after multiple drive failures:

1 Start the logical drive wizard, select Custom, then click Next.

2 Choose the same RAID level as the original logical drive, then click Next.
3 Select the same set of disk drives as the original logical drive.
4

Ensure that all Advanced settings are the same as the original logical drive, click Skip
initialization, then click Next.

% Advanced settings

Capacity display units

Size (GB) 19.367

Stripe size (KB) 256 |+

Write cache |Enahled {write-back) | - |
Read cache Enabled

MazlQ Cache Enabled
Initialize method
Initialize priority

Skip initialization

) IEEII
KB
KB | KT

Power management

5 Click Yes to confirm that you do not want to initialize the logical drive.
6 Click Apply, then click Yes.
Adaptec Storage Manager begins building the logical drive.

7  Check the logical drive for data and file system integrity. If you still cannot access the data,
initialize the physical drives (to erase the metadata), then rebuild the logical drive again
without initialization, selecting the disk drives in a different order in Step 3. You may need
to try several different “stripe orders” before you can recover the data.

Note: In the Properties panel, uninitialized logical drives have the status “created without
initialization”.
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Forcing a Logical Drive with Multiple Drive Failures Back Online

If multiple disk drives fail in the same logical drive, you may be able to recover the data by
forcing the logical drive back online. For instance, if two drives fail in a RAID 5, forcing it
online may allow you to access the data, depending on which disk drives failed.

Caution: This procedure is not guaranteed to successfully recover your logical drive. The
preferred and surest way to recover your data is to restore the failed logical drive from backup.
Before using this procedure, check all connectors (cables, power, and so on), then try restoring
the logical drive by performing a bus rescan or restarting the server.

To force a logical drive online:

1 Inthe Logical Devices View, select the failed logical drive.
2 In the menu bar, select Actions, then click Force online.
3 Click Yes to confirm, then click OK.
4

If Adaptec Storage Manager successfully forces the logical drive online, check it for data
and file system integrity. If some disks are still missing from the logical drive, reinsert or
replace them and allow Adaptec Storage Manager to rebuild the logical drive. Then verify
that drive status has returned to Optimal.

Note: If the operation fails, follow the on-screen prompts to try the Advanced options for
forcing the logical drive online. Only expert users should try the Advanced options.

Removing a Failed Disk Drive’s Icon
Note: You can only complete this task on disk drives that are not included in any logical drive.

When a disk drive fails, it may still appear in Adaptec Storage Manager although it is no longer
available. To see an accurate representation of your storage space and make it easier to monitor
your disk drives, you can remove a failed disk drive from the Physical Devices View.

In the Physical Devices View, right-click the failed disk drive, then click Remove failed drive.

Rebuilding Logical Drives

A hot-swap rebuild occurs when a controller detects that a failed disk drive in a logical drive has
been removed and then reinserted.

To start a hot-swap rebuild:

1 Following manufacturer’s instructions, gently pull the failed disk drive from the server
without fully removing it, then wait for it to spin down fully before continuing.

2 Ifthere is nothing wrong with the disk drive, reinstall it, following manufacturer’s
instructions.

If necessary, replace the failed disk drive with a new disk drive of equal or larger size.

3 The controller detects the reinserted (or new) disk drive and begins to rebuild the logical
drive.
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Solving Notification Problems

To test notifications on your storage space, you can send test events or emails to ensure that
they’re being received properly.

If your test event fails:
1 Ensure that the remote system is powered on and running Adaptec Storage Manager.

2 Open the remote system’s System Properties window (see Step 4 on page 109) and double-
check the TCP/IP address and port number.

3 Try sending the test event again.
If your test email fails:

1 Ensure that the recipient’s email address is correct. (See Modifying a Recipient’s
Information or Removing a Recipient on page 114 to modify the address.)

2 Ensure that your SMTP server address is correct. (See Modifying Email Settings on page 114
to modify the address.)

3 Try sending the test message again.

Creating a Support Archive File

Your Adaptec Storage Manager service representative might ask you to create a configuration
and status information archive file to help diagnose a problem with your system.

To create the archive file:
1 Inthe Enterprise View, click the local or remote system on which the problem is occurring.
2 In the menu bar, select Actions, then click Save support archive.

3 Enter a name for the archive file or accept the default name, then click Save.
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Understanding Error and Warning Messages

This section provides detailed information about error and warning events that occur in Adaptec Storage Manager.

Warning Messages

Warning Warning Message Text

ArrayCritical Ready disk drives are still available

HotSpareTooSmall The hot spare is too small to protect the specified array

HotSpareWontWork At least one logical drive is not protected by the specified hot spare

InitLD Hot spare is too small for use by at least one array

NoService The specified logical drive was not initialized

SyncLD Could not contact Adaptec Storage Manager Agent. Adaptec Storage Manager may not function correctly.

Please start the Agent.

Error Messages

AbortTask Could not stop the specified currently running task

AccessControl Could not write the logical drive access control list

AddToDiskSet Could not add drives to the specified diskset

AgentRemoved Could not remove the specified Agent

ArraylnUse Could not delete the specified array. One or more initiators are logged into a logical drive(s)
contained within this array

ArraysinUse Could not delete all of the specified arrays. One or more initiators are logged into a logical
drive(s) contained within this array

BreakRemoteMirror Could not break the specified remote mirror facet

CalibrateBatteryController Could not recalibrate the specified battery

ChangeArrayIName Could not change the name of the specified array

ChangeBIOSMode Could not change the BIOS-compatibility mapping

ChangeDiskSetName Could not change the name of diskset

ChangelogicalLun Could not change the LUN of the specified logical drive
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Error Error Message Text

ChangelogicalName
ChangeNtpServer
ChangeTimeDate
ChgAlarm
ChgDataScrubRate
ChgRebuildRate
ChgSCSIXferSpeed
ChgStripeSize
ChgTaskPriority
ClearAdapterLogsFail
ClearEnclosureLogsFail
ClearHardDrive
CommpFailure
CommpFailurel
ControllerRescan
ControllerRestart
ControllerShutDown
CreateDiskSet
CreateLDError
CreateSimpleVolume
DataScrub
DDDAdInternal
DDDDeviceNotFound
DDDDeviceNotReady

DDDDriveAddedToSystem

DDDDriveNotBelong1
DDDDriveNotBelong2
DDDDriveNotFound

DDDDriveNotPartOfCluster

Could not change the name of the specified logical drive
Could not update the specified NTP server

Could not change the date and time

Could not change the alarm setting

Could not change the background consistency check rate
Could not change the rebuild rate

Could not change the SCSI transfer speed

Could not change the specified stripe size

Could not change task priority

Could not clear the event logs for the specified system
Could not clear the event logs for specified enclosure

Clear failed to start for the specified disk drive

You must re-establish communication with specified system
Restart the Adaptec Storage Manager Agent to establish communication with the local system
Could not rescan for the specified controller

Could not restart the specified controller

Could not shut down the specified controller

Could not create the diskset

There was an error creating specified logical drive

Could not create a simple volume

Could not change the background consistency check mode
Failed drive—Controller internal failure

Failed drive—Device not found

Failed drive—Specified device will not come ready

Failed drive—Specified disk drive added to server

Failed drive—Specified disk drive does not belong

Failed drive—Specified disk drive does not belong

Failed drive—Specified disk drive not found

Failed drive—Specified disk drive is not part of the cluster
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Error Error Message Text

DDDHardwareError Failed drive—Internal hardware error
DDDlInternalHW Failed drive—Internal hardware error
DDDIOSubSystem1 Failed drive—I/0 subsystem error
DDDIOSubSystem2 Failed drive—I/0 subsystem error
DDDIOSubSystem3 Failed drive—I/0 subsystem error

DDDSCSI1 Failed drive—SCSI error

DDDSCSI2 Failed drive—SCSlI error

DDDSCSI3 Failed drive—SCSI error

DDDSCSIBusParity Failed drive—SCSI bus parity error
DDDSCSIBusTest Failed drive—SCSI bus test error
DDDSCSIChanNotOperational Failed drive—SCSI channel is not operational
DDDSCSIErrUnknown Failed drive—Unknown SCSI error
DDDUnknownDriveFound Failed drive—Unknown disk drive on controller
DDDUnknownDrivelnCluster Failed drive—Unknown disk drive in cluster
DDDUnknownSASError Failed drive—Unknown SAS error
DDDUserAcceptedInitChange Failed drive—User accepted
DDDUserMarked Failed drive—User marked 'failed’
DDDUserMarkedFailed Failed drive—User marked 'failed'
DeleteArray Could not delete the specified array
DeleteArrays Could not delete all of the specified arrays
DeleteDiskSet Could not delete the diskset

DeleteHArray Could not delete the specified spanned array
DeleteLogDrive Could not delete the specified logical drive
DisCopyBackMode Could not disable copy back mode
DisReadCache Could not disable read cache
DisUnattendedMode Could not disable unattended mode
DisWriteCache Could not disable write cache
EnclosureRestart Could not restart the specified enclosure

EnclosureShutDown Could not shut down the specified enclosure
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Error Error Message Text

EnCopyBackMode Could not enable copy back mode

EnReadCache Could not enable read cache

EnUnattendedMode Could not enable unattended mode

EnWriteCache Could not enable write cache

EventNotSent Could not send the event to the system

ExportedArray Could not export the specified array

FactoryDefault Could not restore the configuration to the factory-default settings

FailbackDiskSet Could not move diskset

FailedAtPort Adaptec Storage Manager failed to start at specified port number

FailedSelfTest Specified self-test problem code was returned from specified controller, channel, SCSI ID, S/N

FailedSelfTestStart One or more of the selected disk drives failed to execute the self-test. View the RaidErrA.log file
on the Adaptec Storage Manager Agent for details

FailedToConnect Failed to connect to specified host name at specified port number

FailedToReadNOT Failed to read the notification list file

FailedToReadSEC Failed to read the user accounts file

Faillncompatible Failed to connect to the specified host name due to incompatible software versions

FailOver Could not fail from the active device to the passive device

FailoverDiskSet Could not move diskset

HostList Could not write the host initiator list

HotSwap Could not enable the automatic rebuild on replacement operation

ImageSelect Could not change the firmware to the specified boot image

ImportConfig Could not copy the configuration from the specified drives

ImportedArray Could not import the specified array

IncreaseLogDrive Could not increase the size of the specified logical drive

InitHardDrive Could not initialize the specified disk drive

InitLogDrive Could not initialize the specified logical drive

KillOtherController Could not kill other controller

LDM Could not start the specified logical drive reconfiguration

Login The user could not be logged in
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Error Error Message Text

LogOut The user could not be logged out

MaybeReadCache Could not set read cache mode to 'enabled when protected by battery'
MaybeWriteCache Could not set write cache mode to 'enabled when protected by battery'
MergeOwnNS Could not copy the configuration from the non-shared logical drives
Rebuild Could not set the drive to the specified rebuild state

RemoveAHS Could not delete the dedicated hot spare drive

RemoveFromDiskSet Could not remove drives from the specified diskset

RemoveHSP Could not delete the specified hot spare drive

RemoveSHS Could not delete the specified standby hot-spare drive

ReplaceDHS Could not replace the specified failed drive

ScanDrives Could not perform the bus rescan

SetArrayOnline Could not send the Array Optimal command to the specified controller
SetChannellnitiatorld Could not set the specified SCSI initiator ID

SetContDiskCachePolicy Could not change the specified global drive cache policy

SetHostld Could not set the specified controller name

SetITNexusLossTime Could not change I_T nexus loss time

SetMergeGroup Could not set the specified merge-group number

SetPartnerld Could not set the specified partner controller name

SetSpareSet Could not change the specified spare set attribute

SetToAHotSpare Could not create a dedicated hot spare drive

SetToDefunct Could not set the specified drive to failed

SetToEmpty Could not remove the specified failed drive

SetToHotSpare Could not create a hot-spare drive

SetToOnline Could not set the specified failed drive to optimal

SetToSHotSpare Could not create a standby hot-spare drive

SetWce Could not change the write-cache mode

SyncArray Could not start the array verify

SyncLogDrive Could not start the logical drive verify

Targetinfo Could not write the logical drive target information
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Error Error Message Text

Unblock Could not unblock the specified logical drive
UnkillOtherController Could not unkill other controller
UserAccounts Could not write the target user account list
VerifyArray Could not start the array verify
VerifyFixHardDrive Verify with fix failed to start

VerifyHardDrive Verify failed to start

VolumelnUse Could not delete the specified logical drive. One or more initiators are logged into the logical drive.
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This appendix describes for advanced users how to complete a silent Windows installation of
Adaptec Storage Manager instead of following the installation instructions provided in
Installing on Windows on page 19. A silent installation uses command line parameters to
complete an installation without messages or user interaction.

Note: If a previous version of Adaptec Storage Manager is installed on your system, you must remove
it before beginning this installation. Use the Add or Remove Programs tool in the Control Panel.
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Completing a Silent Installation

You will need the Adaptec Storage Manager Installation CD to complete this task.

To complete a silent installation:

1
2

Insert the CD into your CD drive.
Open a command prompt window and change to the CD directory.

Run the silent installation from the command line using one of these files, as appropriate:
setup asm x64.exe or setup asm x86.exe. For example:

setup asm x86.exe /s /v" /gn <properties>"

where <properties> is one or more of the options listed in Available Properties and Values
on page 151.

Separate properties with spaces; separate feature names for the ADDLOCAL property with
commas (see examples on page 151).

Note: Synchronous Installation—To install Adaptec Storage Manager so that the .exe file does
not close until the installation is complete, add the /w parameter to the .exe file and run the
application with the start /WAIT command as shown in this example:

start /WAIT setup asm x64.exe /w /s /v" /gn <OPTIONS>"

You might want to do this for a batch file installation so that the setup will not return until
the installation is finished.

After a minute or two, the silent installation should be complete and the Adaptec Storage
Manager icon should be accessible. Continue with Building Your Storage Space on page 25.
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Available Properties and Values

Property Values

INSTALLDIR Specifies the installation path. If you are specifying the installation path, it must be
(Not required) ~ set for a command line install, and must be enclosed in escaped quotation marks.
For example:

INSTALLDIR=\"C:\Program Files\Adaptec\Adaptec Storage Manager\"
Note: If you do not explicitly set the installation path, the default path is
"C:\Program Files\Adaptec\Adaptec Storage Manager"

ADDLOCAL Note: Use commas to separate multiple values.

(Required) o ALL—Installs all of the following features. If you specify ALL, do not also specify any
of the following values.

e Agent—Installs the Adaptec Storage Manager Direct Attached Storage Agent. If this
feature is installed, your system will reboot if RAID controllers that use the filter
driver are installed. If necessary, use the REBOOT property to suppress this.

o ASMReadme—Installs the Readme file in its Start menu shortcut.
e CLITools—Installs the Command Line Interface tool.
e Console—Installs the Adaptec Storage Manager GUI.
o SNMPSupport—Installs SNMP support for Adaptec Storage Manager. Requires the
Agent feature to be installed. If you select the SNMPSupport feature, the Agent
feature is automatically included, even if you don’t specify it.
REBOOT e Force—Forces a reboot at the end of the installation.

(Not Required) e Suppress—Suppresses a reboot unless files were in use and could not be
overwritten during installation.

e ReallySuppress—Suppresses all reboots at the end of the installation.

NOTE: A reboot is only forced by the Adaptec installer if you have installed the DSM or
if any files can’t be overwritten.

Example Command Line Installations

e To install all DAS options, which include the Console, Agent, Readme, and SNMP Support:
setup asm x86.exe /s /v”/gn ADDLOCAL=Console, Agent, , ASMReadme, SNMPSupport”

e To install just the Agent and suppress a reboot at the end of installation:
setup asm x86.exe /s /v”/gn ADDLOCAL=Agent REBOOT=ReallySupress”

e To install only the CLI Tools and suppress a reboot:
setup asm x86.exe /s /v”/gn ADDLOCAL=CLITools REBOOT=ReallySuppress”

e To install the GUI feature to a different installation path:

setup asm x86.exe /s /v”/gn ADDLOCAL=Console INSTALLDIR=\"C:\Adaptec Storage
Manager\””

e To install and have setup wait until the install finishes before it closes:

start /WAIT setup asm x86.exe /w /s /v”/gn ADDLOCAL=Console, Agent
REBOOT=ReallySupress”
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When you create logical drives in Adaptec Storage Manager, you can assign a RAID level to
protect your data.

Each RAID level offers a unique combination of performance and redundancy. RAID levels
also vary by the number of disk drives they support.

This chapter provides a comparison of all the RAID levels supported by Adaptec Storage
Manager, and provides a basic overview of each to help you select the best level of protection
for your storage system.
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Comparing RAID Levels

Use this table to select the RAID levels that are most appropriate for the logical drives on your storage space, based on the number of
available disk drives and your requirements for performance and reliability.

Read Write Built-in Hot Minimum
RAID Level Redundancy Disk Drive Usage Performance Performance Spare Disk Drives
RAID O No 100% * %k ¥ * %k % No 2
RAID 1 Yes 50% * % * ¥ No 2
RAID 1E Yes 50% * % * % No 3
RAID 10 Yes 50% * % * ¥ No 4
RAID 5 Yes 67% - 94% * % * * No 3
RAID 5EE Yes 50% - 88% % % % * Yes 4
RAID 50 Yes 67% - 94% * % % * No 6
RAID 6 Yes 50% - 88% * % * No 4
RAID 60 Yes 50% - 88% * % * No 8
Spanned Volume No 100% * % ¥ * %k ¥ No 2
RAID Volume No 50% - 100% % % % % % % No 4

Disk drive usage, read performance, and write performance depend on the number of drives in the logical drive. In general, the more
drives, the better the performance.

More information about each RAID level is available beginning on page 154.

Understanding Drive Segments

A drive segment is a disk drive or portion of a disk drive that is used to create a logical drive. A disk drive can include both RAID segments
(segments that are part of a logical drive) and available segments. Each segment can be part of only one logical drive at a time. If a disk
drive is not part of any logical drive, the entire disk is an available segment.




Appendix B: Selecting the Best RAID Level e 154

Non-redundant Logical Drives (RAID 0)

A logical drive with RAID 0 includes two or more disk drives and provides data striping, where
data is distributed evenly across the disk drives in equal-sized sections. However, RAID 0
arrays do not maintain redundant data, so they offer no data protection.

Compared to an equal-sized group of independent disks, a RAID 0 array provides improved I/O
performance.

Drive segment size is limited to the size of the smallest disk drive in the logical drive. For
instance, a logical drive with two 250 GB disk drives and two 400 GB disk drives can create a
RAID 0 drive segment of 250 GB, for a total of 1000 GB for the volume, as shown in this figure.

/\
v
Disk Drive 1 250 GB Drive Segment Size (Smallest Disk Drive)
~
/\
v
Disk Drive 2 250 GB T
v v
T Disk Drive 1 |1 5 .. 997
M’ N
i i 2 6 .. 998
DiskDrive 3 | 400 GB Disk Drive 2
v
N~ Disk Drive 3 | 3 7 .. 999
e \—A—Unused Space = 150 GB
v \—/
Disk Drive 4 | 4 8 ...1000
Disk Drive 4 400 GB
\—%—Unused Space = 150 GB

\_/ N

Disk Drives in Logical Drive RAID O Logical Drive = 1000 GB
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RAID 1 Logical Drives

A RAID 1 logical drive is built from two disk drives, where one disk drive is a mirror of the
other (the same data is stored on each disk drive). Compared to independent disk drives, RAID 1
logical drives provide improved performance, with twice the read rate and an equal write rate
of single disks. However, capacity is only 50 percent of independent disk drives.

If the RAID 1 logical drive is built from different-sized disk drives, drive segment size is the size
of the smaller disk drive, as shown in this figure.

Drive Segment Size (Smallest Disk Drive)

Disk Drive 1 250 GB

) P
T Disk Drive 1 w
o =3

Disk Drive 2 400 GB Disk Drive 2

N, u Unused Space = 150 GB

Disk Drives in Logical Drive RAID 1 Logical Drive = 250 GB

RAID 1 Enhanced Logical Drives

A RAID 1 Enhanced (RAID 1E) logical drive—also referred to as a striped mirror—is similar to
a RAID 1 logical drive except that data is both mirrored and striped, and more disk drives can
be included. A RAID 1E logical drive can be built from three or more disk drives.

In this figure, the large bold numbers represent the striped data, and the smaller, non-bold
numbers represent the mirrored data stripes.

N
N A
Disk Drive 1 400 GB
~_ o
TN N A
N _ ) S
DiskDrive1 |1: 3 : 4 ;6
Disk Drive 2 400 GB \\'_/
N~ ) . oo
— DiskDrive2 |2: 1 | 5 i4
Disk Drive 3 | 400 GB Disk Drive3 [3i 2 | 6 |5

Disk Drives in Logical Drive RAID 1E Logical Drive = 600 GB
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RAID 10 Logical Drives

A RAID 10 logical drive is built from two or more equal-sized RAID 1 logical drives. Data in a
RAID 10 logical drive is both striped and mirrored. Mirroring provides data protection, and
striping improves performance.

Drive segment size is limited to the size of the smallest disk drive in the logical drive. For
instance, a logical drive with two 250 GB disk drives and two 400 GB disk drives can create two
mirrored drive segments of 250 GB, for a total of 500 GB for the logical drive, as shown in this

figure.

Disk Drive 1

Disk Drive 2

Disk Drive 3

Disk Drive 4

400 GB

~_

Disk Drives in Logical Drive

— Drive Segment Size (Smallest Disk Drive)

Disk Drive1 |1 3 .. 499
Disk Drive2 | 2 4 ... 500

Disk Drive 3 | 1 3 ... 499

——— 1 Unused Space = 150 GB

Disk Drive 4 | 2 4 ... 500

———— 1 Unused Space = 150 GB

RAID 10 Logical Drive = 500 GB
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RAID 5 Logical Drives

A RAID 5 logical drive is built from a minimum of three disk drives, and uses data striping and
parity data to provide redundancy. Parity data provides data protection, and striping improves

performance.

Parity data is an error-correcting redundancy that’s used to re-create data if a disk drive fails.
In RAID 5 logical drives, parity data (represented by Ps in the next figure) is striped evenly
across the disk drives with the stored data.

Drive segment size is limited to the size of the smallest disk drive in the logical drive. For
instance, a logical drive with two 250 GB disk drives and two 400 GB disk drives can contain
750 GB of stored data and 250 GB of parity data, as shown in this figure.

Disk Drive 1

Disk Drive 2

Disk Drive 3

Disk Drive 4

400 GB

N~

Disk Drives in Logical Drive

— Drive Segment Size (Smallest Disk Drive)

Disk Drive 1

Disk Drive 2

Disk Drive 3

Disk Drive 4

1 Unused Space = 150 GB

1 Unused Space = 150 GB

RAID 5 _ 750 GB plus Parity and Spare

Logical Drive
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RAID 5EE Logical Drives

A RAID 5EE logical drive—also referred to as a hot space—is similar to a RAID 5 logical drive
except that it includes a distributed spare drive and must be built from a minimum of four disk

drives.

Unlike a hot spare (see page 54), a distributed spare is striped evenly across the disk drives with
the stored data and parity data, and can’t be shared with other logical disk drives. A distributed
spare improves the speed at which the logical drive is rebuilt following a disk drive failure.

A RAID 5EE logical drive protects your data and increases read and write speeds. However,
capacity is reduced by two disk drives” worth of space, which is for parity data and spare data.

In this example, S represents the distributed spare, P represents the distributed parity data.

Disk Drive 1

Disk Drive 2

Disk Drive 3

Disk Drive 4

400 GB

N~

Disk Drives in Logical Drive

Drive Segment Size (Smallest Disk Drive)

Disk Drive1 | 1 S .. P
Disk Drive2 | 2 P .. 449

Disk Drive3 | S 3 .. S

M— Unused Space = 150 GB

Disk Drive 4 | P 4 ... 500

tj— Unused Space = 150 GB

RAID 5EE
Logical Drive

= b00 GB plus Parity and Spare
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RAID 50 Logical Drives

A RAID 50 logical drive is built from at least six disk drives configured as two or more RAID 5
logical drives, and stripes stored data and parity data across all disk drives in both RAID 5
logical drives. (For more information, see RAID 5 Logical Drives on page 157.)

The parity data provides data protection, and striping improves performance. RAID 50 logical
drives also provide high data transfer speeds.

Drive segment size is limited to the size of the smallest disk drive in the logical drive. For
example, three 250 GB disk drives and three 400 GB disk drives comprise two equal-sized
RAID 5 logical drives with 500 GB of stored data and 250 GB of parity data. The RAID 50
logical drive can therefore contain 1000 GB (2 x 500 GB) of stored data and 500 GB of parity

data.

RAID 50 Logjcal
Drive

1000 GB
plus Panty

/\

RAID 5 Each RAID 5 Logical Drive has RAID 5
500 GB Data Storage
250 GB Parity Data

9 Total Unused
—Space = 150 GB
Drive 1 Drive 2 Drive 3

250 GB 250 GB 250 GB Drive 4 Drive 5 Drive 6
400 GB 400 GB 400 GB

In this example, P represents the distributed parity data.
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RAID 6 Logical Drives

A RAID 6 logical drive—also referred to as dual drive failure protection—is similar to a RAID 5
logical drive because it uses data striping and parity data to provide redundancy. However,
RAID 6 logical drives include two independent sets of parity data instead of one. Both sets of
parity data are striped separately across all disk drives in the logical drive.

RAID 6 logical drives provide extra protection for your data because they can recover from two
simultaneous disk drive failures. However, the extra parity calculation slows performance
(compared to RAID 5 logical drives).

RAID 6 logical drives must be built from at least four disk drives. Maximum stripe size
depends on the number of disk drives in the logical drive.

/\
N
Disk Drive 1 250 GB Drive Segment Size (Smallest Disk Drive)
N~
/\
N
Disk Drive 2 250 GB T
N M’
Ty Disk Drive1 | 1 P1 .. P2
v v
Disk Drive 3 400 GB Disk Drive 2 | 2 P2 ... 449
v
~_ Disk Drive 3 | P1 3 ... P1
T M _
) —Unused Space = 150 GB
N
DiskDrive 4 | 400 GB Disk Drive 4 1 P2 4 .. 500
_ @—Unused Space = 150 GB

Disk Drives in Logical Drive RAID 6

=500 GB plus Parity (P1 & P2
Logical Drive plus Parity ( )

RAID 60 Logical Drives

Similar to a RAID 50 logical drive (see page 159), a RAID 60 logical drive—also referred to as
dual drive failure protection— is built from at least eight disk drives configured as two or more
RAID 6 logical drives, and stripes stored data and two sets of parity data across all disk drives in
both RAID 6 logical drives.

Two sets of parity data provide enhanced data protection, and striping improves performance.
RAID 60 logical drives also provide high data transfer speeds.
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This chapter provides quick references to frequently requested information about basic tasks,
functions, and concepts in Adaptec Storage Manager.

Note: For troubleshooting tips, see Solving Problems on page 135.
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How do I...?

Set up my storage space?
Follow the five steps in the Getting Started Checklist on page 14.

Create or add a new logical drive?

In the Enterprise View, right-click the controller you want, then click Create logical device.

Or, click either of the buttons shown at right. or

See Building Your Storage Space on page 25.

Open the Configuration wizard?

In the Enterprise View, right-click the controller you want, then click Create logical device.

Or, click either of the buttons shown at right. or

See Building Your Storage Space on page 25.

Turn off the alarm?

Click the Silence button, shown at right.

Or, from the menu bar, click Actions, select Agent actions, select Alarm actions,
then click Silence alarm.

See If your enclosure does not have an enclosure management device, the status icons appear but do
not indicate status. on page 105.

Add a new user to Adaptec Storage Manager?
Any user with a valid network user name and password can log into Adaptec Storage Manager.

See Starting and Logging In on the Local System on page 27 and Understanding Permission Levels
on page 27.

Add a remote system?
Click the Add button, shown at right.

See Logging into Remote Systems from the Local System on page 32.

Prevent a user from changing my storage space?

See Understanding Permission Levels on page 27 for information on restricting access.

Check disk drive or logical drive status?

Hold your cursor over the disk drive or logical drive to reveal status information.

See also Revealing More Device Information on page 49.

Access a feature with a padlock icon beside it?
Enhanced features must be unlocked with a special feature key (sold separately).

See Adding Enhanced Features on page 125.
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Log out of Adaptec Storage Manager?

In the Enterprise View, click on the local system. In the menu bar, select Actions, then click
Log out.

See Logging Out of Adaptec Storage Manager on page 51.

Schedule a task?

Complete each step of the task until you are prompted to click Apply. (Don’t click Apply.)
Click Schedule.

Note: The Schedule button won’t appear on tasks that can’t be scheduled.
See Scheduling a Task on page 81.

Find the Task Manager?

In the tool bar, click Configure, point to the system you want, then click Tasks. See Scheduling
a Task on page 81.

Properties =] Events 2 Configure & Help

Physical devices bou2287a.adaptec.com {Local system) » \,General settings
Management service build name 4 lgNmiﬁt:atiuns B
¥ Controller 1 E
EET=T= = Email Notifications
Connector 0 (“CNO™) i3 Logical d (5 Tasks
[ G & & 3 t nd\rancevl}statistics

Find the Notification Manager?

In the tool bar, click Configure, point to the system you want, then click Notifications. See
Setting up Logged Notifications on page 106.

il Configure & Help

bou2287a.adaptec.com {Local system) P »’ General settings
Management service build name » Q Motifications B
- =1 Email Nutiﬁcati%ls
(T Tasks
Controller 1 t Advanced Statistics

Find the Email Notification Manager?

In the tool bar, click Configure, point to the system you want, then click Email Notifications. See
Notifying Users by Email About Status and Activity on page 111.

Q Configure @ Help
bou2287a.adaptec.com {Local system) » »’General settings

| Management service build name 3 Q Notifications I
- =1 Email Notifications
@ Tasks L‘\Y
‘ Controller 1 ‘ € Advanced Statistics
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What's the difference between...?

Adaptec Storage Manager and the Agent?

Adaptec Storage Manager is the full software application, including the user interface
(windows, menus) described in this User’s Guide. It helps you build and maintain the logical
drives, controllers, and disk drives that make up your storage space.

The Agent is like a service that keeps your storage space running. Its job is to monitor system
health and manage event notifications, tasks schedules, and other on-going processes on each
system in your storage space. The Agent can run independently of the full application.

See About Adaptec Storage Manager on page 14 for more information.

Event notifications, email notifications, and event alerts?

Event notifications (also called logged notifications) are messages about events on one system
that are sent to the event log of another system in your storage space. (See page 106.)

Email notifications are email messages about events on a system in your storage space that are
sent to specified users. (See page 111.)

Event alerts are pop-up messages or console messages about all types of events on a specific system,
which are broadcast to all the users who are logged into your storage space. (See page 117.)
What options are on the Actions menu?

You can also access many Action menu options by right-clicking a component. For example,
right-click on a system to access most of the options shown in Local and remote systems below.
See About the Actions Menu on page 44 for more information.

Local and remote systems

In the Enterprise View, click on a system. In the menu bar, select Actions to view these options:

Actions{\ Help Then select Action actions to view these
L options:
Agent actions 4 n._ctTns| Help
Sawve printable configuration Log out
Save support archive Agent actions P » Configure
Clear logs on all controllers Save printable configuration View event log
Change display group L Save support archive Alarm actions b
Properties Clear logs on all controllers =
Change display group * | Controfler 1
Properties RAID controller
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Controllers?

In the Enterprise View, click on a controller. In the menu bar, select Actions to view these
options:

mMelp Then select Alarm actions to view these
ions:
[2, Create options
Delete all logical devices —
Initialize all ready drives LTS | Help
Alarm actions » @ create 2}, Configure 2|
. A . Delete all logical devices
Blink all physical drives o ) | devices
9 Rescan Initialize all ready drives
Background consistency check » Alarm actions % } Silence alarm
Enable copy back mode Blink all physical drives Test alarm
Properties & Rescan Disable
Background consistency check » P p
Enahle copy back mode
Properties re 1{ADAPTEC SA

Disk drives?

In the Physical Devices View, click on a disk drive. In the menu bar, select Actions to view
these options:

Actions [Kﬂelp
CreQe simple volume
Create dedicated hot-spare drive for »
Create hot-spare drive
Set drive state to failed

Clear

Verify

Verify with fix

Secure erase

Initialize

Blink physical drive
Properties

Enclosures?

In the Physical Devices View, click on an enclosure management device. In the menu bar,
select Actions to view these options:

Actionsr, Help
) Hirts and tips
Alarm actions  »
Blink enclosure

Properties
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Logical drives?

In the Logical Devices View, click on a logical drive. In the menu bar, select Actions to view
these options:

A_ctionsrl Help

Cleay\%
Verify
Werify with fix

Expand or change logical device
Delete logical device

Configure write cache »
Configure read cache »
Change logical device name

Create snapshot 4

Blink logical device
Properties

Direct Attached Storage?

In the Enterprise View, click Direct Attached Storage. In the menu bar, select Actions to view
these options:

n_::tiomhlieln
[ add managed system
Remove managed systems

Update controller images
Properties

The Notification Manager?

In the tool bar, click Configure, point to the system you want, then click Notifications. In the
menu bar, select Actions to view these options:

Actionsp, Help
H Add system
ﬁ Delete system
E Modify system
Send test event

Dizahle notifications

The Email Notification Manager?

In the tool bar, click Configure, point to the system you want, then click Email Notifications. In
the menu bar, select Actions to view these options:

Actions [~ Help
f Add email recipient
@ Delete email recipient
& Modify email recipient
Send test message
SMTF serer settings

Dizahle Email Motifications
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The Task Manager?

In the tool bar, click Configure, point to the system you want, then click Tasks. In the menu
bar, select Actions to view these options:

Actionsp, Help
Y DElete task
Modify task
PR wiew task
Dizable Task Scheduler

The Advanced Statistics Manager

In the tool bar, click Configure, point to the system you want, then click Advanced Statistics.
In the menu bar, select Actions to view these options:

n_ctiunsﬂxﬂelp

&
Send Call Home test message
Call Home connection settings

Disable Advanced Statistics

What tasks can be scheduled to run at a specified time?
You can schedule any of these tasks to run at a specified time:
e Changing a logical drive from one RAID level to another (see page 70).
e Expanding the size of a logical drive (see page 69).
e Modifying a logical drives settings (see page 63).
e Verifying a logical drive (see page 68) or verifying and fixing a logical drive (see page 67).

See Scheduling a Task on page 81 for more information.
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Enterprise View Icons
Icons in the Physical Devices View
Icons in the Logical Devices View
Buttons in the Main Window
Buttons in the Notification Manager
Buttons in the Email Notification Manager

Buttons in the Task Manager

This chapter provides quick references to the icons and buttons that appear in Adaptec Storage

Manager.
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Enterprise View Icons

Icon Description

@ System with direct attached storage controller and directly attached disk drives or enclosures

Enclosure
Controller

Icons in the Physical Devices View

Icon Description

Ready disk drive

Disk drive with free space
Disk drive with no free space

EI Failed disk drive

Healthy global or dedicated hot spare

Hot spare with error (see page 55 for more information)

Hot spare being built into logical drive after disk drive failure

Hot spare built into logical drive after disk drive failure

JBOD disk

HE) Ready Solid State Drive (SSD), not part of any logical drive or MaxIQ pool

wene, | Solid State Drive assigned to MaxIQ pool

Controller

IE Enclosure Management Device

Locked upgrade feature that can be activated with a feature key (see page 125 for more
information)

Enclosure Status Icons

Icon Description

Enclosure fan(s) — normal Enclosure fan(s) — error
Enclosure temperature — normal Enclosure temperature — error
Enclosure Power — normal Enclosure Power — error

@ Enclosure fan(s) — warning
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Enclosure temperature — warning

Enclosure Power — warning

Icons in the Logical Devices View

Icon Description
@I Logical drive

Logical drive with healthy hot spare

&)

Logical drive being initialized

®

a.e,

Logical drive being modified

Logical drive being rebuilt after disk drive failure

Array with available space
Array with no available space

Locked upgrade feature that can be activated with a feature key (see page 125 for more
information)

| 1] 88
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Buttons in the Main Window

Button Click to... More on...
...add a remote system ...page 32
...create a logical drive; open the Configuration wizard ...page 25
...silence the audible alarm ...page 94
I ...check status and other properties of a controller, disk drive, or ...page 87
other component
...view the full Event log ...page 103
....configure notification settings ...page 106
T ...configure email notification settings ...page 111
...check the status of scheduled tasks; monitor and modify ...page 80
scheduled tasks
...open the online Help ...page 50
...see a text description of your disk drives ...page 49
% ...see the size capacities of your disk drives ...page 49
ﬂ ...see the size capacities of your disk drives relative to each other ...page 49
...create a global hot spare ...page 54
...create a logical drive ...page 25
...delete a logijcal drive ...page 71
...configure MaxIQ cache pool ...page 78
...expand and collapse additional information about disk drives and ...page 49
logical drives
...access logical drive-specific functions, such as deleting ...page 87
...access channel-specific functions, such as rescanning ...page 87
...access port-specific functions, such as blinking ...page 87
...access device-specific functions, such as initializing ...page 87
EVICE
Buttons in the Notification Manager
Button Click to... More on...
= agd system ...add a system that will receive notifications generated by the ...page 106
Notification Manager
13 mouiy system ...update a system’s address, host name, or notification level ...page 109
& Delete system ...remove a system from the Notification List ...page 109
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Buttons in the Email Notification Manager

Button Click to... More on...
& Add email recipient ...add the email address of a user who will receive notifications ..page 111
generated by the Email Notification Manager
& Modifyemail recipient ---UPdate a recipient’s email address or notification level ...page 114
& Delete email recipient. ~+-"€MOVe a recipient from the Email Notification List ...page 114
Buttons in the Task Manager
Button Click to... More on...
View task ...view the details of a scheduled task ...page 83
Maify task ...reschedule a task or change the description of the task in the Task ...page 84
List
£ Delete task ...delete a task that is no longer required

...page 84




Glossary

A

Adaptec Storage Manager Agent

Runs in the background on your system, monitoring and managing event notifications, tasks schedules,
and other on-going processes in your storage space. It requires no user intervention and includes no user
interface.

available space
Space on a disk drive that is not being used by a logical drive. When a logical drive is deleted, its space
becomes available. See also logical drive.

background consistency check
A controller function that continually and automatically verifies your logical drives once they’re in use.

bootable-CD mode
A way of running Adaptec Storage Manager, where the application is not installed but is run directly from a
CD.

C

cache
A temporary, fast storage area that holds data from a slower storage device for quick access. Cache storage
is normally transparent to the accessing device.

channel
Any path used for the transfer of data and the control of information between disk drives and a RAID
controller.

controller

A hardware device that interprets signals between a host and a disk drive. Also known as an adapter or card.
See also 1/0.

copyback
Adaptec RAID controller feature that allows data that has been moved to a hot spare to be returned to its
original location once the controller detects that the failed drive has been replaced.
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D

DAS
Direct-attached Storage. Data storage that is physically connected to a server. See also LAN, SAN.

drive segment
See segment.

dual drive failure protection
Another name for a RAID 6 or RAID 60 logical drive.

E

Email Notification Manager
A utility within Adaptec Storage Manager that emails event messages to selected recipients. See also email
notifications, Notification Manager.

email notifications
Event messages about remote systems that are emailed to selected recipients.

event
Activity on your storage space, such as a disk drive failure or logical drive verification.

F

fault tolerance
The ability of a system to continue to perform its functions even when one or more disk drives have failed.

firmware
A combination of hardware and software; software written onto read-only memory (ROM).

format
See initialize.

G

GB
GigaByte. 1,024 MB. See also MB.

H

host
A system that’s connected to a TCP/IP network. See also TCP/IP.

host bus adapter (HBA)
An adapter card that includes all of the I/O logic, software, and processing to manage the transfer of
information between the host and the devices it’s connected to.

hot space
A RAID 5EE logical drive. See page 158.

hot spare
A spare disk drive which will automatically replace a failed disk drive in a logical drive.

hot-swap
Remove and replace a failed disk drive in a logical drive without shutting down the server or disrupting
activity on the logical drive.
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Storage Manager Agent

Runs in the background on your system, monitoring and managing event notifications, tasks schedules,
and other on-going processes in your storage space. It requires no user intervention and includes no user
interface.

initialize
Prepare a disk drive for reading and writing.

I/0

Input/Output. Data entering into or being extracted from a system.

L

LAN
Local Area Network. A network of interconnected workstations sharing the resources of a single server,
typically within the area of a small office building.

LED
Light-emitting Diode. An electronic device that lights up when powered.

local system
The computer (or system) that you're working on. In Adaptec Storage Manager, ‘local’ and ‘remote’ are
relative terms. See also remote system.

logged events
Event messages about remote systems that appear in the event log of Adaptec Storage Manager. See also
Notification Manager.

logical drive
One or more disk drives grouped together to appear as a single device to an operating system. Also known
as a logical device or array.

M

managed system
A computer (or system) in a storage space that’s being managed by Adaptec Storage Manager.

MB
MegaByte. Depending on context, 1,000,000 or 1,048,576 bytes. Also 1000 KB.

mirroring
Data protection that duplicates all data from one drive onto a second drive. See also RAID.

N

Notification Manager
A utility within Adaptec Storage Manager that broadcasts event messages to selected managed systems.

P

parity
A form of data protection used by some RAID levels to re-create the data of a failed disk drive in a logical
drive. See also RAID.
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partition
Divides the space of a disk drive into isolated sections.

port
A connection point to a controller, disk drive, expander, enclosure, or other device.

R

RAID
Redundant Array of Independent Disks. For more information on RAID and all supported RAID levels, see
Selecting the Best RAID Level on page 152.

rapid fault isolation
The trail of yellow or red warning icons that leads from the high-level system view to the failed or failing
component.

rebuild
Re-create a logical drive after a disk drive failure.

recurring task
A scheduled task, such as logical drive verification, that occurs on a regular basis. See also Task Manager,
scheduled task.

redundancy
The capability of preventing data loss if a disk drive fails. See also mirroring, parity.

remote system
In Adaptec Storage Manager, all other systems in your storage space besides your local system are remote
systems. ‘Local’ and ‘remote’ are relative terms. See also local system.

ROM Update wizard
A program that updates the BIOS and firmware codes on the controller. See also firmware.

S

SAN
Storage Area Network. A storage architecture that connects servers and disk drives across a network for
enhanced reliability, scalability, and performance.

scheduled task

Activity, such as logical drive verification, that is set to be completed at a specified date and time. See also
recurring task.

segment
Disk drive space that has been assigned to a logical drive. A segment can include all or just a portion of a
disk drive’s space.

SMTP
Simple Mail Transfer Protocol.

spare
See hot spare.

storage space
The controller(s) and disk drives being managed with Adaptec Storage Manager.

stripe size
Amount of data written to one partition before the controller moves to the next partition in a stripe set.
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striped mirror

A RAID 1 Enhanced, or RAID 1E, logical drive. See page 155.

striping

A method of enhancing performance by spreading data evenly over multiple disk drives. Provides no data
protection.

T

Task Manager
A utility in Adaptec Storage Manager that allows you to schedule a specific activity, such as expanding a
logical drive, for a time that’s convenient. See also scheduled task, recurring task.

B
TeraByte. Approximately one million-million bytes, or 1024 GB.

TCP/IP

Transmission Control Protocol/Internet Protocol. A set of communication protocols used to connect hosts
on the Internet.

vV

verify
Check a logical drive for inconsistent or bad data. May also fix any data problems or parity errors.
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Actions menu 44
Add managed system 32, 128
Agent actions 95

alarm 94, 95, 96

Alarm actions 92, 94, 95, 96
Change logical device name 63
Clear logs on all controllers 104
Configure read cache 65
Configure write cache 64
controller-level options 165
Create dedicated hot-spare drive 55
Delete dedicated hot-spare drive 56
Delete hot-spare drive 57
Delete logical device 71, 75

Direct Attached Storage branch-level options 166

Disable email notifications 115
Disable notifications 110
Disable task scheduler 85

disk drive-level options 165

Email Notification Manager options 166
Enable (Disable) background consistency check 69

enclosure-level options 165

Expand or change logical device 63, 69, 70

Initialize 89

Initialize all ready drives 89
Login 51

Log out 51

logical drive-level options 166
Notification Manager options 166
overview 44, 164 to 167

Remove dedicated hot-spare drive 56

Rescan 92
Save printable configuration 93

Save support archive 141
Send test event 108

Send test message 114

Set drive state to failed 88
SMTP server settings 115
system-level options 164
Task Manager options 167
Update controller images 97
Update drive firmware images 99
Verify 68

Verify with fix 67

activity in storage space

event log 50

activity on storage space. See monitoring
Adaptec Storage Manager

Actions menu 44
Actions menu overview 164 to 167
Agent 14
beginning steps 14
bootable-CD mode 23
Direct Attached Storage branch 45
display options 127
downloading newer versions 125
Email Notifications Manager 111
enhanced features 125
event log 103
feature keys 125
icons 46, 47, 48, 169 to 170
installing

Linux 20

OpenServer 21

Solaris 21

UnixWare 21

VMWare 22

Windows 19
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Windows silent installation 149
introduction 14
locked features 125
logging into remote systems 32
main window overview 44
Notifications Manager 106
standard unit of measure 127
system requirements 17
Task Manager 82
uninstalling 51
Linux 51
Windows 51
unlocking enhanced features 125
updating 125
Adaptec Storage Manager vs Agent 164
adapters. See controllers
ADDLOCAL 151
Administrator permissions 27
advanced settings 39, 63
advanced statistics
see statistics logging
Agent 14
alarm settings 95
event log 118
introduction 14
starting
Linux 31
OpenServer 32
Solaris 32
UnixWare 32
Windows 31
alarm
changing settings 95
controllers
disabling 92
silencing 92
testing 91
disabling
controller-level 92
enclosure-level 96
system-level 96
enabling (system-level) 96
enclosures
disabling 96
silencing 96
testing 96
frequency 95
systems
disabling 96
enabling 96
silencing 95
testing 94
testing

controller-level 91
enclosure-level 96
system-level 94
archive file 141
audible alarm. See alarm
auto-discovery 127
automatic verification 67

B

background consistency check 67, 68
background verification 67
blinking components 87
boards. See controllers
bootable-CD mode 23 to 24
defined 23
broadcasting event alerts 117
Build (initialize method) 65
building storage space 25 to 41
bootable-CD mode 23
custom configuration 37
express configuration 34
RAID Volumes 71
buttons
Configure 107, 111
Email Notification Manager 172
Events 104
main window 171 to 172
Notification Manager 171
Task Manager 172

C

call home

see statistics logging
call home support archive 123
cards. See controllers
CD mode. See bootable-CD mode
Clear (initialize method) 65
components

blinking 87

defined 11

identifying 87

viewing properties 87
Configuration Event Detail window 103
Configure button 82, 95, 107, 130
configuring 34

See also building storage space
controller support 17
controllers

Actions menu 165

blinking 87
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disabling alarm 92
identifying 87
properties 87
registering 91
rescanning 92
saving configurations 93
support by operating system 17
testing alarm 91
updating firmware 97
copyback 57
creating with the wizard 73
custom configuration 37

D

daemon 14
DAS
defined 10
dedicated hot spares 54
creating 55
deleting 56
removing 56
deleting logical drives 71
devices 45
blinking 87
Direct Attached Storage
Actions menu 166
direct attached storage
Actions menu introduction 44
Actions menu overview 164 to 167
Direct Attached Storage branch 45
disabling alarm
enclosure-level 96
system-level 96
disk drive segments 153
disk drives 87
Actions menu 165
available space 47
blinking 87
capacity 49
conceptual graphic 59

different sizes in same logical drive 61

failed state 88

failure recovery
multiple disk drives 139
multiple logical drives 138
RAID 0 logical drives 138
with hot spare 137
without hot spare 138

identifying 87

initializing 89

properties 87

relative capacity 49

replacing in logical drives 88

segments in logical drives 62

text descriptions 49

viewing logical drives 48

viewing status 46

within logical drives 38
display groups 132

creating 132

deleting 134

moving systems 133

removing systems 134

renaming display groups 134

system status 133
distributed spare drives 158

E

Email Notification Log
clearing 115

Email Notification Manager
Actions menu 166
buttons 172
clearing the log 115

email notifications 111
"from" address 112
changing "from" address 114
changing SMTP server 114
disabling 115
failed test emails 114
modifying recipient information 114
recipient addresses 111
re-enabling 115
removing recipients 114
setup 111
SMTP server settings 112
test emails 113

Email Notifications log 115

Email Notifications Manager 111
disabling 115
Email Notifications log 115
opening 111
re-enabling 115
test emails 113

Enclosure View 49

enclosures
Actions menu 165
blinking 87
disabling alarm 96
identifying 87
monitoring 105
silencing alarm 96
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status icons 50, 105

testing alarm 96

viewing disk drives 49
Enterprise View 44

Direct Attached Storage branch 45

icons 46, 169
Error (task status) 83
event alerts 117
event log 50, 103, 104
clearing 104
finding source of event 106
messages 106

event log (operating system) 118

event notifications

Email Notifications log 115
event viewer

finding source of event 106
events 50
Events button 104
events. See monitoring
Executed (task status) 83
Executed* (task status) 83
expanding logical drives 69
express configuration 34

RAID levels 34

F

failed disk drives
multiple disk drives 139
multiple logical drives 138
RAID 0 logical drives 138
without hot spare 138
fans status icon 105
FAQs 161
feature keys 125
unlocking 125
firmware 97
Force online 140
formatting logical drives 36
Full Size Capacity View 49

G

global hot spares 54
creating 39
deleting 56

glossary 173

Guest permissions 27

H

hard disk, hard disk drive, hard drive. See disk drive

HBAs. See controllers

help 50

hot spares 46, 47, 54 to 56
creating 39, 54
creating dedicated 55
creating pool 55
dedicated, defined 54
deleting 56
distributed spare drives 158
global, defined 54
limitations 54
removing 56

icons 46, 47, 48, 169 to 170
enclosure status icons 105
Enterprise View 46, 169
event status icons 104
Logical Devices View 48, 170
Physical Devices View 47, 169

identifying components 87

initialize method 65

initialize priority 65

initializing disk drives 89
skipping 139

INSTALLDIR 151

installing Adaptec Storage Manager 18 to 21
Linux 20
OpenServer 21
Solaris 21
UnixWare 21
VMWare 22
Windows 19

silent installation 149

J

JBODs 73
converting to simple volumes 74
creating 73
deleting 75

JBODs. See also enclosures

jobs. See tasks

L

Linux
controller support 17
installing Adaptec Storage Manager 20
SNMP support 117
starting Adaptec Storage Manager 29
starting the Agent 31
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maximum size 69
mirrored data 155
non-redundant 154
options for creating 34

uninstalling Adaptec Storage Manager 51
local systems 26
locked features 125

unlocking 125

logical drives 47, 59 to 73
Actions menu 166
advanced settings 39, 63
automatic verification 67
available space on disk drives 61
background consistency check 67
background verification 67
building
advanced 37
basic 34
changing background task priority 36
stop building 36
changing RAID levels 70
custom configuration 37
defined 59
definition 138
deleting 71
different-sized disk drives 61

disabling background consistency check 68

disk drive segments 62, 153
distributed spare drives 158
enabling background consistency check 68
expanding 69

extending partitions 70
fine-tuning 63 to 65

forcing online 140
formatting 36

increasing capacity 69
initialize method 65
initialize priority 65
manual verification 67

log files, clearing 115 parity 157

logged notifications 106 partitioning 36
adding systems 106 properties 87
disabling 110 RAID 1155
failed test events 109 RAID 10 156
modifying systems 109 RAID 1E 155
re-enabling 110 RAID 5157
removing systems 109 RAID 50159
test events 108 RAID 5EE 158

logging in RAID 6 160
logging back in 51 RAID 60 160
permission levels 27 RAID level 47

logging out 51 RAID segments 153
logging back in 51 RAID Volumes 71

Logical Devices View 44, 47 read cache 64
icons 48, 170 rebuilding 137, 140

remove disk drive or segment 69
renaming 63
replace disk drive or segment 69
replacing disk drives 88
selecting disk drives 38
selecting RAID levels 38
size 39
limitations 40
specifying size 60
stripe size 64
striping data 154
verifying 67, 68
verifying and fixing 67
verifying icon 68
viewing disk drives 48
viewing status 47
write cache setting 64

M

main window

buttons

Configure 113
Direct Attached Storage branch 44
display options 127
Enterprise View 44
event details 103
event log 103
event log messages 106
finding source of event 106
Logical Devices View 44
menu bar 44
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monitoring activity and status 103
notification types
enclosure status icons 105
event log 103
event status icons 104
overview 44
Physical Devices View 44
status icons 104
tool bar 44
manual verification 67
MaxIQ cache 78, 79
MaxIQ cache hits and misses 123
MaxIQ pool 47
MaxIQ statistics 119, 123
mirroring 155
monitoring 102 to 105, 111, 117 to 118
clearing event log 104
component properties 87
email notifications 111
"from" address 112
changing "from" address 114
changing SMTP server 114
disabling 115
failed test emails 114

modifying recipient information 114

recipient addresses 111
re-enabling 115
removing recipients 114
setup 111
SMTP server settings 112
test emails 113

Email Notifications Manager 111

event details 103

event log 50, 103

event log messages 106

full event log 104

logged notifications 106
adding systems 106
disabling 110
failed test events 109
modifying systems 109
re-enabling 110
removing systems 109
test events 108

notification types
logged notifications 106

Notifications Manager 106

options 103

status icons 104

tasks 83

N

Native Command Queuing 93
NCQ 93
non-redundant logical drives 154
Notification Manager
Actions menu 166
buttons 171
notification types
email notifications 111
notifications 106 to 118
event alerts 117
Notifications Manager 106 to 117
clearing the log 110
disabling 110
modifying systems 109
opening 106
re-enabling 110
removing systems 109
test events 108

O

online help 50
opening Adaptec Storage Manager
Linux 29
OpenServer 29
Solaris 29
UnixWare 29
OpenServer
controller support 17
installing Adaptec Storage Manager 21
starting Adaptec Storage Manager 29
starting the Agent 32
operating system event log 118
operating systems 17

P

parity 157
partitioning logical drives 36
partitions 70
permission levels 27
Physical Devices View 44, 46
icons 47, 169
pool hot spares 55
power management 75 to 78
disabling 77
spin-up limits 77
stay awake period 76
timers 41, 75
power status icon 105
properties 87
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Properties button 87

Q

Quick (initialize method) 65

R

RAID
distributed spare drives 158
mirrored data 155
non-redundant logical drives 154
parity 157
RAID 0 154
RAID 1155
RAID 10 156
RAID 1E 155
RAID 5 157
RAID 50 159
RAID 5EE 158
RAID 6 160

stripe size 64
RAID 60 160
stripe size 64

striping data 154
RAID levels

changing 70

custom configuration 38

express configuration 34

selecting 38
RAID segments 153
RAID Volumes 71
RaidCfg.log file 93
read cache 64
REBOOT 151
rebuilding (defined) 137, 138
rebuilding logical drives 140
recurring tasks 81
registering new controllers 91
Relative Size Capacity View 49
remote systems 26

removing 33

startup port number 33
Remote systems wizard 128
renaming logical drives 63
rescanning controllers 92
ROM Update wizard 97
running Adaptec Storage Manager

Linux 29

OpenServer 29

Solaris 29

UnixWare 29

S

Scheduled (task status) 83
scheduling tasks 81
rescheduling 84
supported tasks 81
changing RAID level 71
expanding logical drives 70
modifying logical drives 64
verifying 68
verifying with fix 67
See also tasks
Secure erase 89
segments 59, 153
Self-Monitoring, Analysis and Reporting Technology
(SMART) 90
silencing alarm
controller-level 92
enclosure-level 96
system-level 95
simple volumes 74
size limitations for logical drives 40
size of logical drives 60
Skip (initialzation method) 139
SMART statistics 90
SMTP server 114
SNMP support
Linux 117
Windows 116
software license keys 125
software upgrades 125
Solaris
controller support 17
installing Adaptec Storage Manager 21
starting Adaptec Storage Manager 29
starting the Agent 32
solid state drive (SSD) 47
spares. See hot spares
standard unit of measure 127
starting Adaptec Storage Manager
Linux 29
OpenServer 29
Solaris 29
UnixWare 29
startup port number 33
statistics logging 119 to 122
disabling 122
enabling 30
logging frequency 119, 120
proxy server 121
reporting interval 119, 120
viewing 123
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status
components 87
disk drives 46, 47
display group systems 133
enclosures 50, 169
event log 50
logical drive properties 87
task events 83
tasks 83
View buttons 49
status icons
enclosure status icons 105
main window 104
Task Manager 83
status. See monitoring
storage space 11
examples 15
stripe size 64
striping 154
support archive file 141
system groups. See display groups
system requirements 17
systems
Actions menu 164
enabling alarm 96
local systems 26
properties 87
remote systems 26
testing alarm 94

T

Task Event Viewer 83
Task List 83
Task Manager
Actions menu 167
buttons 172
deleting tasks 84
disabling 84
missed start times 84
modifying tasks 84
monitoring tasks 83
opening 82
re-enabling 85
scheduling tasks
supported tasks 167
Task Event Viewer 83
Task List 83
Task Scheduler. See Task Manager
tasks
deleting 84
event status 83

missed start times 84
modifying 84
monitoring 83
recurring 81
scheduling 81
status 83
supported tasks 167
Tasks tab 82
TCP/IP port number (default) 106
Technical Support Identification (TSID) number 3
temperature status icon 105
terminology 11
test events
email notifications 113
failed 114
logged notifications 108
failed 109
testing alarm
controller-level 91
enclosure-level 96
system-level 94
Text Description View 49
tool bar buttons 171 to 172
TSID Number
See Technical Support Identification Number

U

uninstalling Adaptec Storage Manager 51
Linux 51
Windows 51
UnixWare
controller support 17
installing Adaptec Storage Manager 21
starting Adaptec Storage Manager 29
starting the Agent 32
updating Adaptec Storage Manager 125
upgrade features 125
unlocking 125
User permissions 27
user permissions 27

Vv

verifying and fixing logical drives 67
verifying logical drives 67, 68
automatic verification 67
background verification 67
icon 68
manual verification 67
View buttons 49
Views
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enclosures 49
Full Size Capacity 49
Relative Size Capacity 49
Text Description 49
VMWare
controller support 17
installing Adaptec Storage Manager 22

w

Windows
controller support 17
installing Adaptec Storage Manager 19
silent installation 149
SNMP support 116
starting the Agent 31
uninstalling Adaptec Storage Manager 51
write cache 64
write-back 64
write-through 64
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