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DATA GENTER COMPUTING PROGRESSION

Multiple computing models will persist for foreseeable future

ON-PREMISE PUBLIC HYBRID

These data centers demand more visibility and operational control than ever




THE 6 PILLARS FOR A SUCCESSFUL DATAGENTER MANAGER

REAL-TIME
POWER, THERMAL, HEALTH

Monitoring & analytics
Identify systems with older firmware

CROSS-PLATFORM SUPPORT

Easy to install, integrate and scale

BRUAD DEVICE CUVERAGE

Better ntory and capacity plan
(PDUs, UPS , SANs, NASs, etc.)

HISTORICAL TRENDS AND
PREDICTIONS

Improves uptime and helps identify
under-utilized devices

AGGREGATED DATA

To physical groups
(e.g. room/row/rack) & logical groups

ACBURATE POWER BAPPING

Helps i ack den ty
Decr a t and improves efficienc




INTEL” DCM OVERVIEW

Intel DCM is a solution for monitoring Management 8 SDK a?‘
and managing the health, power, and
thermals of servers and a variety of ‘

other types of devices.

Intel® Data Center Manager (Web Services APIs)

Intel DCM reduces data center total
cost of ownership (TCO) by: e Protocol

H Node M iDRAC iLO/DCMI CcMC OA IMM
* Improving asset management N I 0 O T

* |ncreasing data center reliability

Rack and Blade Servers Networking and IT Devices

» Simplifying maintenance

=) — ~ & C ) Server
(intel)  Lenovo. IEs é-'t PERMICES® EMERSON A E-T°N Technology.
» Optimizing power & cooling efficienc il " £S Avocent il
AL The Power of Being There.. €Isco
P gp g y doihe fh ey orAcLEe !

* Maximizing compute density Scales to 10Ks of nodes

IPMI = Intelligent Platform Management Interface iDRAC = Integrated Dell Remote Access Controller iLO = Integrated Lights-out

H H IMM = Integrated Management Module CMC = Chassis Management Controller OA = Onboard Administrator

" Red uci ng d Owntl me SNMP = Simple Network Management Protocol CLI = Command Line Interface SSH = Secure Shell

WS-MAN = Web Services-Management DCMI = Data Center Manageability Interface

intel' \




INTEL" DCM ECOSYSTEM
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WHAT CAN YOU DO WITH INTEL" DCM?

AUTOMATE HEALTH MONITORING lH][;' CREATE POWER-AWARE JOB SCHEDULING TASKS 'L-‘:(lI)
IMPROVE SYSTEM MANAGEABILITY ®Y | INCREASERACK DENSITIES
SIMPLIFY CAPACITY PLANNING o | SETPOWER POLICIES AND CAPS

IDENTIFY UNDERUTILIZED SERVERS IMPROVE DATA CENTER THERMAL PROFILE

MEASURE ENERGY USE BY DEVICE LIS | OPTIMIZE APPLICATION POWER CONSUMPTION @,

PINPOINT POWER/THERMAL ISSUES AVOID EXPENSIVE PDUS AND SMART POWER STRIPS @




SYSTEM MANAGEABILITY

Monitor server and sub-component
health in real time and get alerts

A Heolth Status A Faur (warning) Mensgement Console
B cru
CEm Memory
o Fan
m Power supply £\ [Power Supply 1] Failure detected. [Power Supplies] Redundancy l- T

B s [Power Supply 1] Failure detected
[Power Supplies] Redundancy Lost

& Tempersture

b vorsge 7l

E Battery

Check the FW version of servers and
identify outliers

Management Processor Firmware Version Histogram (Sample Size: 1230)

JSUsEEmsEEnnn

Warning

Remote connect to servers via the
integrated BMC KVM

|4 iKVM Viewer v2.5.8 101 [10.23.233.27] Algo: AES_256 - Res: 800 x 600 - Tic 1.7k (22K Roc .. — =] X

Virinal Media  Macro  Opbons  User List Capiure Power Control  Exit

Perform FW updates on Intel Server
Systems in batches remotely

Uplaading F

I (715 complete
Uploading...



IDENTIFYING UNDERUTILIZED SERVERS

Identifying underutilized or “ghost” servers
can be tricky, but can save significant costs

DCM uses historical utilization and power
data to determine if servers have not been
utilized for a long time

That way you can decide to decide to shut
down remotely

Percentage for "99% of the time utilization"

99% of the time utilization

50%-100%

20%-50%

10%-20%

5%-10%

1%-5%

Less than 1%

T
5%

T
10%

T
15%

Server Percentage

20% 25% 30%

POWER OFF LOW-UTILIZED SERVER SAVING $25,200 PER YEAR

Note: 0.1kw x 0.08/kwh x 1.8 x 24 x 365 x 1000 x 20%= 25200

PoC report

(e |




RACK PROVISIONING AND CAPACITY PLANNING

Use case: Provision rack with 4 KW available power

Goal: Fit as many servers as possible within 4,000 W envelope

Traditional method:
static provisioning

Real time monitoring with
power budget enforcement*

» Actual measurements indicates
power/server rarely exceeds 250 W

+ 650 watt power supply rating

« Use 400 watts as safe bet

from « Use 250 W as aggressive power/server

lab measurements for budget
expected configuration » Enforce 4,000 W global cap for rare
cases

« Install 4,000 W/400 watt per
server = 10 servers

+ Install 4,000 watt/250 watt per server =
Before After 16 servers

PAYOFF: INCREASING RACK DENSITY BY UP T0 60%

*Calculations are based on lab measurements and typical specifications of dual-socket servers provisioned
with Intel® Xeon® 5500 or 5600-series processors. Results may vary depending on actual conditions.




POWER MONITORING AND CONTROL

DCM caps and controls systems to reduce

power consumption, and ensures rack
capacity is not exceeded, and prevents
circuit tripping

RACK CAPACITY

DCM POWER CAP

POWER USAGE

6:00 AM 12:00 PM
TIME




PREDICTIVE DETECTION OF COOLING ANOMALIES

A patented algorithm builds

a model of the temperature patterns

and detects anomalies in time...

... to be resolved before a thermal issue
Koccurs.

DCM Algorithm

111100100100100010 g
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100101010101010101
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INTEL” DCM CONSOLE DASHBOARD

Intel ® Data Center Manager Console dcmadmin  Logout  About
3§ Dashboard » o
Summary of Hierarchy Device Status Space Capacity Top 3 High Temperature Rooms
sh Hierarchy Total: 254 A
q Rooms Racks Devices Used: h 28.0°CRM2
10 Devices 240U
anili 4 24 243 Space Capacity: ,“\ 28.0°CRM1
D Reliability 11 103 106 P pacity:
p — 1008U I
EEE o= Not in Connection Not Being h 23.0°C RM1
B Events o=n X )
Hierarchy Lost Monitored
¥ Energy
Power Power Capacity Device Health Summary Unhealthy Devices
£} Settings Name & Description
Used: e Unsupport: 106  No records found.
80.31kw 80.30kW Unknown: 0
IT Equipment Power Capacity: Fault: 0
Power 274.20kW Normal: 148
Hotspots Cooling Anomaly
Name # Temperature®C « Room Name Timestamp Action
Hillsboro-DC > RM2 > RW > Rack 1 > ip-192-168-1-11.US-... 28.0°C RM2 2019-4-4 11:54:00 Acknowledge
Hillsboro-DC > RM2 > RW > Rack 1 > ip-192-168-1-12.us-... 28.0°C
Hillsboro-DC > RM2 > RW > Rack 1 > ip-192-168-1-13.us-... 28.0°C
Hillsboro-DC > RM2 > RW > Rack 1 > ip-192-168-1-14.us-... 28.0°C




DASHBOARD CONT'D

Intel ® Data Center Manager Console dcmadmin  Logout  About

Dashboard » o
Temperature Trending in a Month Power Trending in a Month
Hierarchy Highest temperature of all devices Total IT Equipment Power
50 88370
P
Devices 0000000000 0—0——tgtg—e—e 75535 /
38 62700
32 49865
Reliability  » 26 S04 37030 /
2 DU
o G
Events & o
W ©
< <
Energy
Events Component Health Summary
Settings Severity % Entity % Asset Tag Event Type % Description Timestamp
System ]
[x] RM2 COOLING_ANOMALY  The cooling status of t... 2019-4-4 11:54:00
- Storage o
(<] RM2 COOLING_ANOMALY  The cooling status of t... 2019-4-4 10:54:00 Battery o
o RM2 COOLING_ ANOMALY  The cooling status of t... 2019-4-4 09:54:00 Voltage 0
[} RM2 COOLING_ANOMALY  The cooling status of t... 2019-4-4 08:54:00
e 0 00
2013 4 5 »||H
Predictive Fan Failure Server Firmware Outlier
Server Data Model Firmware Version
No records found. Node Manager 2.0 Intel - ProLi... 1.00
Dell iDRAC 14G monolithic Po... 1.00




DEVICE HEALTH MONITORING

Intel ® Data Center Manager Console dcmview  Logout  About
sl 2 Unhealthy Devices Predictive Failure Anomaly Detecti
sh Hierarchy »
10 Devices » Name Device Type % System % Processor % Memory % Fan & Power Supply Storage % Voltage &
@ Reliability  » icsl5151 Server ] & @
icsl5152 Server %] (] [~]
BETS icsl5193 Server <] @ @
Energy icsl5154 Server ] & @
icsl5155 Server ] (] [~
Settin;
icsl5196 Server < =} @
icsl5157 Server @ [} ]
icsl5158 Server ] (] [~
icsl5199 Server < =} @
icsl5160 Server @ [} @
icsl5161 Server ] (] [~
icsl5162 Server ] (] @
icsl5163 Server @ @ @
icsl5164 Server @ © @
icsl5165 Server ] (] (%]
« »
Mo« RN ‘- RGN




SERVER RELIABILITY INDICATOR

( ntel Intel ® Data Center Manager Console

dcmadmin Logout About

Dashboard
Anomaly Detection Server Failure Indicator

Server Failure Indicator
0] Devices

P Reliability
E Events 0% [Average Monitor Time 2 Week(s) - 50 nodes] Node Manager 2.0 Supermicro - 1620-T10
¥ Energy

Q Settings 0.198807 157057654 1% [Average Monitor Time 2 Week(s) - 30 nodes] Dell iDRAC 14G monolithic PowerEdge R640

Server Model

0.1988071570576541% [Average Monitor Time 2 Week(s) - 48 nodes] IPMI Intel - ProLiant DL380 G7

0.20377733598409542% [Average Monitor Time 2 Week(s) - 20 nodes] Node Manager 2.0 Intel - ProLiant DL380 G7

0.15

Failure Indicator (Less is better.)




LAYOUT MANAGEMENT

Intel ® Data Center Manager Console

dcmadmin Logout About

(e

=

Layout

ip-102-168-1-62.Us_west..

[1p-192-168-1-206.us-wes.

| ip-192-168-1-61.Us-west-... |

| 1p-192-168-1-205.us-wes.

[ ip-192-168-1-60.us-west-.
ip-192-168-1-84.us-west-.

ip-102-168-1-83.Us-west..

PRI -a S Ten
| ip-192-168-1-203.us-wes.

[[ip-192-168-1-19.us-west-... ]
ip-192-168-1-16.us-wes

[ ip-192-168-1-202.Us-wes...

ip-102-168-1-17.Us-west_...

"ip-192-168-1-69.us-west-... |

[ ip-192-168-1-201.us-wes.

| ip-192-168-1-16.us-west-.. |

[[ip-192-168-1-68.us-west-.

[ ip-102-168-1-82.us-wes

ip-102 1681-15.u5 west..

ip-192-168-1-67.us-west-.

| ip-192-168-1-81.us-wes

ip-192-168-1-14.us-west-..

92-168-1-66.us-wes
[ ip-192-168-1-65.us-west-,

[ip-192-168-1-80.us-wes
|| ip-192-168-1-209.us-wes..

-192-168-1
[ ip-192-168-1-12.us-wes!

ip-102-168-1-64.Us-west..

[ ip-192-168-1-208.Us-wes.

ip-192-168-1-11.Us west ...

“ip-192-168-1-63.Us-west_.
| -

[[1p-192-168-1-207.us-wes.

§ Dashboard »
Hierarchy Layout Capacity
sh Hierarchy  »
Devices Data Center * Room * Row * Rack ©
Reliability
SantaClara-DC RM2 CP-A2
EEE Tokyo-DC cp-B1
Energy CP-B2
Rack 1
Settings
Rack 2
Rack 3

)
| 32¢
27¢c

22¢

l 17C




CAPACITY MANAGEMENT

Intel ® Data Center Manager Console dcmadmin Logout  About

Dashboard »
Hierarchy Layout Capacity

¢h Hierarchy »
Power Capacity Space Capacity

Devices
Reliability All: 274.20kW All: 1008U
Events B Used: 80.35kW B Used: 240U

_ Unused: 193.85kW _ Unused: 768U

Energy

Settings

You may specify the device information to search for racks to install it

Export rack capacity data
. Space Power Maximum Derated

Rack Name 2

Size (U) Derated Power (W) Consider Space Continuity

Total (U) Available (U) ¢ Continuous (U) Utilization % Total (W) Available (W) % Utilization
Firmware-update-r... 42 42 42 0% 4200 4200 0%
Rack 1 (/Hillsboro-... 42 33 32 21.43% 10000 7717 22.83%
Rack 1 (/SantaClar... 42 35 19 16.67% 10000 7905 20.95%
Rack 1-1 (/Hillsbor... 42 27 26 35.71% 10000 5973 40.27%
Rack 1-2 (/Hillsbor... 42 16 N/A 61.9% 10000 1846 81.54%

Rack 1-3(cups) (Hi.. 42 15 18 64.29% 10000 1932 80.68%




COOLING ANALYSIS

Dashboard »

Advanced Power Model Energy Comparison

IDC8 > DC101

£12>DC101

Ty > €1>DC201
Settings 5 I
5 5 7 5 g z

Evaluation: 75 hotspot(s) detected.
Severity: Critical

Temperature Histogram (Sample Size: 4838)

sh Hierarchy »
Cooling Analysis
1] Devices » Room List
Cooling Criterion:  ASHRAE recommended: 18°C - 27°C - O
R2 > Communication room
¥ Reliability » ”
B

Events »

-

Percentage (%)

Temperature (°C)

Hotspots.

Name %
2JC9>DC10T >7>7 > 10119
22C9>DCI0T>8>7>iapp.
2C9>DCI0T =7 >7 > itol]

Suggestion: Please examine the hotspot(s) immediately.
See details for possible actions ...

Benefits: Eliminating hotspots makes your servers last longer and work more reliably.

Temperature (°C) %
37
35
35




Use

Customers

Power
Monitoring

Reduced monthly
datacenter electricity bill
while peak power demand
keptincreasing

G2

GROUPRP

Charge back system
allows facilities to
correctly charge

colo and other service
users

NTTDaTa

Identifies peak electrical
usage

and reduces usage by
18% during

peak hours

RECENT CUSTOMER WHITEPAPERS

Increase Rack
Density

Large PRC IPDC

Allowed customers to
increase rack density by
71%

by implementing Intel
DCM

j METE

Chunghwa Telecom

Up to 83% rack density
increase within same
power envelope with
power management policy

BaidbEE

Monitoring capabilities
and power consumption
ceilings allowed up to a
60% increase in rack
density.

Ghost Server
Identification

YAHOO!

Identified 10 - 15% of
underutilized servers and
virtualized

those systems

With 13% of servers
underutilized, one
compute geo improved
usage or terminated
devices

Large PRC IPDC

$630k can be saved in 3
years for a 10k datacenter
by consolidating low
utilization servers

Identify
Power/Thermal
Failure

ket

UPS uptime can

be extended up to 15%
with limited performance
impact during power
outage

‘= DESEE

Chunghea Telecom

Prolonging business
continuity time by up to
25% during power outage

D=VICE42

Existing alert
infrastructure sped up
market launch of new
product

Improve
Thermal Profile

A

ALTIM A

Thermal data collection
allows users to see 2D
heat maps of the
datacenter

JcLoud

Raised server room
temp by 3°C, a potential
9% savings of annual
energy

g’iﬁ Sinopec Corp.

4°Cincrease expected
to save 32% in power
consumption for cooling

Power
Management

Decreased power by
18% of KWh with
little/no impact on
performance

ket

Saved 15%
power without
performance
degradation

@mdcspam.

HOSTING

25% savings

on power consumption
with DCM ED and Node
Manager

Reducing Labor

and HW Costs

13
|
5

& QINGCLOUD

Reduced the costs of
manually managing
server health by $200K
per year

@4’@4&&

BANK OF CHINA

Eliminated the need to
purchase 600 intelligent
PDUs saving $60K

@)

Significantly improved
PUE due to reliability of
interoperable health
monitoring

Remote
Access

Remotely turning off
idle servers saved
Sohu.com $94K per
year

JIDZR

Remote diagnosis and
remediation of 150K
servers

\l/ China Mobile
Remotely switching
servers on/off helped
conserve power resulting
in $24K annually

inteI

: \




AGENDA

Whatever your infrastructure is, make sure you are taking advantage of platform telemetry to optimize
your datacenter and cloud operations

Make sure you have real-time insights into their power consumption, performance, thermals,
utilization, and health

Learn more about Intel® DCM and download the unrestricted 30-day evaluation version of the DCM
Console @

Check all the latest Intel® DCM customer testimonials and whitepapers too

Reach out to us: dcmsales@intel.com



http://www.intel.com/dcm

NOTICES AND DISCLAIMERS

Intel technologies’ features and benefits depend on system configuration and may require enabled hardware, software or service activation. Performance varies depending on system configuration.
No computer system can be absolutely secure.

Tests document performance of components on a particular test, in specific systems. Differences in hardware, software, or configuration will affect actual performance. For more complete information
about performance and benchmark results, visit

Software and workloads used in performance tests may have been optimized for performance only on Intel microprocessors. Performance tests, such as SYSmark and MobileMark, are measured using
specific computer systems, components, software, operations and functions. Any change to any of those factors may cause the results to vary. You should consult other information and performance
tests to assist you in fully evaluating your contemplated purchases, including the performance of that product when combined with other products. For more complete information visit

Benchmark results were obtained prior to implementation of recent software patches and firmware updates intended to address exploits referred to as "Spectre" and "Meltdown." Implementation of
these updates may make these results inapplicable to your device or system.

Intel” Advanced Vector Extensions (Intel® AVX)* provides higher throughput to certain processor operations. Due to varying processor power characteristics, utilizing AVX instructions may cause a) some
parts to operate at less than the rated frequency and b) some parts with Intel® Turbo Boost Technology 2.0 to not achieve any or maximum turbo frequencies. Performance varies depending on
hardware, software, and system configuration and you can learn more at

Intel's compilers may or may not optimize to the same degree for non-Intel microprocessors for optimizations that are not unique to Intel microprocessors. These optimizations include SSE2, SSE3, and
SSSE3 instruction sets and other optimizations. Intel does not guarantee the availability, functionality, or effectiveness of any optimization on microprocessors not manufactured by Intel.
Microprocessor-dependent optimizations in this product are intended for use with Intel microprocessors. Certain optimizations not specific to Intel microarchitecture are reserved for Intel
microprocessors. Please refer to the applicable product User and Reference Guides for more information regarding the specific instruction sets covered by this notice.

Cost reduction scenarios described are intended as examples of how a given Intel-based product, in the specified circumstances and configurations, may affect future costs and provide cost
savings. Circumstances will vary. Intel does not guarantee any costs or cost reduction.

Intel does not control or audit third-party benchmark data or the web sites referenced in this document. You should visit the referenced web site and confirm whether referenced data are accurate.
© 2019 Intel Corporation.

Intel, the Intel logo, and Intel Xeon are trademarks of Intel Corporation in the U.S. and/or other countries.
*Other names and brands may be claimed as property of others.
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