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1.1

SAS Technology

This chapter provides an overview of this guide, which documents the utilities used to configure, monitor, and
maintain MegaRAID® Serial-attached SCSI (SAS) RAID controllers with RAID control capabilities and the
storage-related devices connected to them.

This guide describes how to use the MegaRAID Storage Manager™ software, the WebBIOS™ configuration utility, and
the MegaRAID command line interface (CLI).

This chapter documents the SAS technology, Serial ATA (SATA) technology, MegaRAID CacheCade® software, SSD
Guard™, Dimmer Switch®, UEFI 2.0, configuration scenarios, and drive types. Other features such as Fast Path and
SafeStore™ are described in other chapters of this guide.

SAS Technology

The MegaRAID 6Gb/s SAS RAID controllers are high-performance intelligent PCl Express-to-SAS/Serial ATA II
controllers with RAID control capabilities. The MegaRAID 6Gb/s SAS RAID controllers provide reliability, high
performance, and fault-tolerant disk subsystem management. They are an ideal RAID solution for the internal storage
of workgroup, departmental, and enterprise systems. The MegaRAID 6Gb/s SAS RAID controllers offer a cost-effective
way to implement RAID in a server.

SAS technology brings a wealth of options and flexibility with the use of SAS devices, Serial ATA (SATA) Il devices, and
CacheCade SSD Read Caching software devices within the same storage infrastructure. These devices bring individual
characteristics that make each of these more suitable choice depending on your storage needs. MegaRAID gives you
the flexibility to combine these two similar technologies on the same controller, within the same enclosure, and in the
same virtual drive.

NOTE Carefully assess any decision to combine SAS drives and SATA drives
within the same virtual drives. Avoid mixing drives; this applies to both
HDDs and CacheCade SSD Read Caching software.

The MegaRAID 6Gb/s SAS RAID controllers are based on the LSI® first-to-market SAS IC technology and proven
MegaRAID technology. As second-generation PCl Express RAID controllers, the MegaRAID SAS RAID controllers
address the growing demand for increased data throughput and scalability requirements across midrange and
enterprise-class server platforms. LS| offers a family of MegaRAID SAS RAID controllers addressing the needs for both
internal and external solutions.

The SAS controllers support the ANSI Serial Attached SCSI standard, version 2.1. In addition, the controller supports the
SATA Il protocol defined by the Serial ATA specification, version 3.0. Supporting both the SAS and SATA Il interfaces, the
SAS controller is a versatile controller that provides the backbone of both server environments and high-end
workstation environments.

Each port on the SAS RAID controller supports SAS devices or SATA lll devices using the following protocols:

m  SAS Serial SCSI Protocol (SSP), which enables communication with other SAS devices

m  SATA lll, which enables communication with other SATA Ill devices

m  Serial Management Protocol (SMP), which communicates topology management information directly with an
attached SAS expander device

= Serial Tunneling Protocol (STP), which enables communication with a SATA Ill device through an attached
expander
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1.2

1.3

14

Serial-Attached SCSI Device Interface

Serial-Attached SCSI Device Interface

SAS is a serial, point-to-point, enterprise-level device interface that leverages the proven SCSI protocol set. SAS is a
convergence of the advantages of SATA II, SCSI, and Fibre Channel, and is the future mainstay of the enterprise and
high-end workstation storage markets. SAS offers a higher bandwidth per pin than parallel SCSI, and it improves the
signal and data integrity.

The SAS interface uses the proven SCSI command set to ensure reliable data transfers, while providing the
connectivity and flexibility of point-to-point serial data transfers. The serial transmission of SCSI commands eliminates
clock-skew challenges. The SAS interface provides improved performance, simplified cabling, smaller connectors,
lower pin count, and lower power requirements when compared to parallel SCSI.

SAS controllers leverage a common electrical and physical connection interface that is compatible with Serial ATA
technology. The SAS and SATA Il protocols use a thin, 7-wire connector instead of the 68-wire SCSI cable or 26-wire
ATA cable. The SAS/SATA Il connector and cable are easier to manipulate, allow connections to smaller devices, and do
not inhibit airflow. The point-to-point SATA Il architecture eliminates inherent difficulties created by the legacy ATA
master-slave architecture, while maintaining compatibility with existing ATA firmware.

Serial ATA lll Features

The SATA bus is a high-speed, internal bus that provides a low pin count (LPC), low voltage level bus for device
connections between a host controller and a SATA device.

The following list describes the SATA lll features of the RAID controllers:

Supports SATA Ill data transfers of 6Gb/s

Supports STP data transfers of 6Gb/s

Provides a serial, point-to-point storage interface

Simplifies cabling between devices

Eliminates the master-slave construction used in parallel ATA

Allows addressing of multiple SATA Il targets through an expander

Allows multiple initiators to address a single target (in a fail-over configuration) through an expander

Solid State Drive Features

The MegaRAID firmware supports the use of SSDs as standard drives and/or additional controller cache, referred to as
CacheCade software. SSD drives are expected to behave like SATA or SAS HDDs except for the following:

High random read speed (because there is no read-write head to move)

High performance-to-power ratio, as these drives have very low power consumption compared to HDDs
Low latency

High mechanical reliability

Lower weight and size

NOTE Support for SATA SSD drives applies only to those drives that support
ATA-8 ACS compliance.
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1.5

1.6

1.7

Dimmer Switch Features

You can choose whether to allow a virtual drive to consist of both CacheCade software devices and HDDs. For a virtual
drive that consists of CacheCade software only, you can choose whether to allow SAS CacheCade software drives and
SATA CacheCade software drives in that virtual drive. For virtual drives that have both CacheCade software and HDDs,
you can choose whether to mix SAS and SATA HDD drives with SAS and SATA CacheCade software devices in various
combinations.

NOTE Support for SATA SSD drives applies only to those drives that support
ATA-8 ACS compliance.

SSD Guard, a feature that is unique to MegaRAID, increases the reliability of SSDs by automatically copying data from a
drive with potential to fail to a designated hot spare or newly inserted drive. Because SSDs are more reliable than hard
disk drives (HDDs), non-redundant RAID 0 configurations are much more common than in the past. SSD Guard offers
added data protection for RAID 0 configurations.

SSD Guard works by looking for a predictive failure while monitoring the SSD Self-Monitoring, Analysis, and Reporting
Technology (S.M.A.R.T.) error log. If errors indicate that a SSD failure is imminent, the MegaRAID software starts a
rebuild to preserve the data on the SSD and sends appropriate warning event notifications.

Dimmer Switch Features

Powering drives and cooling drives represent a major cost for data centers. The MegaRAID Dimmer Switch feature set
reduces the power consumption of the devices connected to a MegaRAID controller. This helps to share resources
more efficiently and lowers the cost.

Dimmer Switch | - Spin down unconfigured disks. This feature is configurable and can be disabled.

Dimmer Switch Il — Spin down Hot Spares. This feature is configurable and can be disabled.

UEFI 2.0 Support

UEFI 2.0 provides MegaRAID customers with expanded platform support. The MegaRAID UEFI 2.0 driver, a boot
service device driver, handles block |0 requests and SCSI pass-through (SPT) commands, and offers the ability to
launch pre-boot MegaRAID management applications through a driver configuration protocol (DCP). The UEFI driver
also supports driver diagnostic protocol, which allows administrators to access pre-boot diagnostics.

Configuration Scenarios

You can use the SAS RAID controllers in three scenarios:

= Low-end, Internal SATA Il Configurations

In these configurations, use the RAID controller as a high-end SATA Il-compatible controller that connects up to 8
disks either directly or through a port expander. These configurations are mostly for low-end or entry servers.
Enclosure management is provided through out-of-band Inter-IC (1°C) bus. Side bands of both types of internal
SAS connectors support the SFF-8485 (SGPIO) interface.
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= Midrange Internal SAS Configurations

These configurations are like the internal SATA Il configurations, but with high-end disks. These configurations are
more suitable for low-range to midrange servers.

= High-end External SAS/SATA Il Configurations
These configurations are for both internal connectivity and external connectivity, using SATA Il drives, SAS drives,

or both. External enclosure management is supported through in-band, SCSI-enclosed storage. The configuration
must support STP and SMP.

The following figure shows a direct-connect configuration. The Inter-IC (12C) interface communicates with peripherals.
The external memory bus provides a 32-bit memory bus, parity checking, and chip select signals for pipelined burst
static random access memory (PBSRAM), nonvolatile static random access memory (NVSRAM), and Flash ROM.

NOTE The external memory bus is 32-bit for the SAS 8704ELP and the SAS
8708ELP, and 64-bit for the SAS 8708EM2, the SAS 8880EM2, and the
SAS 8888ELP.
Figure 1 Example of an LSI SAS Direct-Connect Application
SAS/SATA Il Device P »
- 32-Bit Memory
Address/Data
BUs Flash ROM/
> < »{ PBSRAM/
SAS/SATA Il Device P d NVSRAM
h SAS
PCI Express
= RAID Controller ?c
SAS/SATA 1l Device P d Interface e
SAS/SATA Il Device P »

PCI Express Interface 3.01077-00

The following figure shows an example of a SAS RAID controller configured with an LSISASx12 expander that is
connected to SAS disks, SATA Il disks, or both.
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Figure 2 Example of an LSI SAS RAID Controller Configured with an LSISASx12 Expander

PCI Express Interface

Chapter 1: Overview
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8
Peripheral
P Bus | Flash ROM/
< 7”1  NVSRAM/
SAS RAID Controller I*’C/UART
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b ' SDRAM

1
1
1
SAS/SATA
Drives
LSISASx12 LSISASx12
Expander Expander
| 1 1 | 1 1
1 1 1 1
1 1 1 1
1 1 1 1
SAS/SATA I SAS/SATA Il SAS/SATA Il SAS/SATA Il
Drives Drives Drives Drives

3_01078-00

You can allow a virtual drive to consist of both SSDs and HDDs. For virtual drives that have both SSDs and HDDs, you
can choose whether to mix SAS drives and SATA drives on the CacheCade software devices.

You can choose whether to allow a virtual drive to consist of both CacheCade software devices and HDDs. For a virtual
drive that consists of CacheCade software only, you can choose whether to allow SAS CacheCade software drives and
SATA CacheCade software drives in that virtual drive. For virtual drives that have both CacheCade software and HDDs,
you can choose whether to mix SAS and SATA HDD drives with SAS and SATA CacheCade software devices in various

combinations.

The following table lists the valid drive mix configurations you can use when you create virtual drives and allow HDD
and CacheCade software mixing. The valid drive mix configurations are based on manufacturer settings.

Table 1 Valid Drive Mix Configurations

Valid Drive Mix Configurations

1 SAS HDD with SAS SSD (SAS-only configuration)

SATA HDD with SATA CacheCade software (SATA-only configuration)

SAS HDD with a mix of SAS and SATA CacheCade software (a SATA HDD cannot be added)

v | W N

SATA HDD with a mix of SAS and SATA CacheCade software (a SAS HDD cannot be added)

SAS CacheCade software with a mix of SAS and SATA HDD (a SATA CacheCade software cannot be added)
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# Valid Drive Mix Configurations
6 SATA CacheCade software with a mix of SAS and SATA HDD (a SAS CacheCade software cannot be added)
7 A mix of SAS and SATA HDD with a mix of SAS and SATA CacheCade software
8 A CacheCade software cannot be added to a HDD, but a SAS/SATA mix is allowed.

NOTE Only one of the valid configurations listed in the above tableis allowed
based on your controller card manufacturing settings.

NOTE The valid drive mix also applies to hot spares. For information on hot
spares, see Hot Spares.

1.8 Technical Support

For assistance with installing, configuring, or running your MegaRAID 6Gb/s SAS RAID controllers, contact an LSI
Technical Support representative.

Click the following link to access the LSI Technical Support page for storage and board support:
http://www.Isi.com/support/storage/tech_support/index.html

From this page, you can send an e-mail or call a Technical Support representative, or submit a new service request and
view its status.

E-mail:

http://www.Isi.com/support/support_form.html

Phone Support:
http://www.Isi.com/support/storage/phone_tech_support/index.html
1-800-633-4545 (North America)

00-800-5745-6442 (International)
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2.1

Components and Features

This chapter describes Redundant Array of Independent Disks (RAID), RAID functions and benefits, RAID components,
RAID levels, and configuration strategies. In addition, it defines the RAID availability concept, and offers tips for
configuration planning.

RAID Description

RAID is an array, or group, of multiple independent physical drives that provide high performance and fault tolerance.
A RAID drive group improves I/0 (input/output) performance and reliability. The RAID drive group appears to the host
computer as a single storage unit or as multiple virtual units. I/O is expedited because several drives can be accessed
simultaneously.

RAID Benefits

RAID drive groups improve data storage reliability and fault tolerance compared to single-drive storage systems. Data
loss resulting from a drive failure can be prevented by reconstructing missing data from the remaining drives. RAID
has gained popularity because it improves I/0 performance and increases storage subsystem reliability.

RAID Functions

Virtual drives are drive groups or spanned drive groups that are available to the operating system. The storage space
in a virtual drive is spread across all of the drives in the drive group.

Your drives must be organized into virtual drives in a drive group, and they must be able to support the RAID level that
you select. Some common RAID functions follow:

Creating hot spare drives

Configuring drive groups and virtual drives

Initializing one or more virtual drives

Accessing controllers, virtual drives, and drives individually

Rebuilding failed drives

Verifying that the redundancy data in virtual drives using RAID level 1, 5, 6, 10, 50, or 60 is correct
Reconstructing virtual drives after changing RAID levels or adding a drive to a drive group
Selecting a host controller on which to work

Components and Features

RAID levels describe a system for ensuring the availability and redundancy of data stored on large disk subsystems.
See RAID Levels for detailed information about RAID levels. The following subsections describes the components of
RAID drive groups and RAID levels.

A drive group is a group of physical drives. These drives are managed in partitions known as virtual drives.

A virtual drive is a partition in a drive group that is made up of contiguous data segments on the drives. A virtual drive
can consist of these components:

m  an entire drive group
= more than one entire drive group
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Components and Features

m  apartofadrive group
m  parts of more than one drive group
m  acombination of any two of these conditions

Fault tolerance is the capability of the subsystem to undergo a drive failure or failures without compromising data
integrity, and processing capability. The RAID controller provides this support through redundant drive groups in
RAID levels 1, 5, 6, 10, 50, and 60. The system can still work properly even with drive failure in a drive group, though
performance can be degraded to some extent.

In a span of RAID 1 drive groups, each RAID 1 drive group has two drives and can tolerate one drive failure. The span of
RAID 1 drive groups can contain up to 32 drives, and tolerate up to 16 drive failures—one in each drive group. A RAID
5 drive group can tolerate one drive failure in each RAID 5 drive group. A RAID 6 drive group can tolerate up to two
drive failures.

Each spanned RAID 10 virtual drive can tolerate multiple drive failures, as long as each failure is in a separate drive
group. A RAID 50 virtual drive can tolerate two drive failures, as long as each failure is in a separate drive group. RAID
60 drive groups can tolerate up to two drive failures in each drive group.

NOTE RAID level 0 is not fault tolerant. If a drive in a RAID 0 drive group fails,
the entire virtual drive (all drives associated with the virtual drive) fails.

Fault tolerance is often associated with system availability because it allows the system to be available during the
failures. However, fault tolerance means that it is also important for the system to be available during the repair of the
problem.

A hot spare is an unused drive. You can use a hot spare to rebuild the data and re-establish redundancy in case of a
disk failure in a redundant RAID drive group. After the hot spare is automatically moved into the RAID drive group, the
data is automatically rebuilt on the hot spare drive. The RAID drive group continues to handle requests while the
rebuild occurs.

Auto-rebuild allows a failed drive to be replaced and the data automatically rebuilt by hot-swapping the drive in the
same drive bay. The RAID drive group continues to handle requests while the rebuild occurs.

Multipathing

The firmware provides support for detecting and using multiple paths from the RAID controllers to the SAS devices
that are in enclosures. Devices connected to enclosures have multiple paths to them. With redundant paths to the
same port of a device, if one path fails, another path can be used to communicate between the controller and the
device. Using multiple paths with load balancing, instead of a single path, can increase reliability through redundancy.

Applications show the enclosures and the drives connected to the enclosures. The firmware dynamically recognizes
new enclosures added to a configuration along with their contents (new drives). In addition, the firmware dynamically
adds the enclosure and its contents to the management entity currently in use.

Multipathing provides the following features:

Support for failover, in the event of path failure

Auto-discovery of new or restored paths while the system is online, and reversion to system load-balancing policy
Measurable bandwidth improvement to the multi-path device

Support for changing the load-balancing path while the system is online

The firmware determines whether enclosure modules (ESMs) are part of the same enclosure. When a new enclosure
module is added (allowing multi-path) or removed (going single path), an Asynchronous Event Notification (AEN) is
generated. AENs about drives contain correct information about the enclosure, when the drives are connected by
multiple paths. The enclosure module detects partner ESMs and issues events appropriately.
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In a system with two ESMs, you can replace one of the ESMs without affecting the virtual drive availability. For
example, the controller can run heavy 1/Os, and when you replace one of the ESMs, I/Os should not stop. The
controller uses different paths to balance the load on the entire system.

In the MegaRAID Storage Manager utility, when multiple paths are available to a drive, the drive information shows
only one enclosure. The utility shows that a redundant path is available to a drive. All drives with a redundant path
display this information. The firmware supports online replacement of enclosure modules.

The consistency check operation verifies correctness of the data in virtual drives that use RAID levels 1, 5, 6, 10, 50, and
60. RAID 0 does not provide data redundancy. For example, in a system with parity, checking consistency means
computing the data on one drive and comparing the results to the contents of the parity drive.

NOTE It is recommended that you perform a consistency check at least once
a month.

Replace lets you copy data from a source drive into a destination drive that is not a part of the virtual drive. Replace
often creates or restores a specific physical configuration for a drive group (for example, a specific arrangement of
drive group members on the device I/0 buses). You can run Replace automatically or manually.

Typically, when a drive fails or is expected to fail, the data is rebuilt on a hot spare. The failed drive is replaced with a
new disk. Then the data is copied from the hot spare to the new drive, and the hot spare reverts from a rebuild drive to
its original hot spare status. Replace runs as a background activity, and the virtual drive is still available online to the
host.

Replace is also initiated when the first SMART error occurs on a drive that is part of a virtual drive. The destination drive
is a hot spare that qualifies as a rebuild drive. The drive that has the SMART error is marked as failed only after the
successful completion of the Replace. This situation avoids putting the drive group in Degraded status.

NOTE During Replace, if the drive group involved in Replace is deleted
because of a virtual drive deletion, the destination drive reverts to an
Unconfigured Good state or Hot Spare state.

NOTE When Replace is enabled, the alarm continues to beep even after a
rebuild is complete; the alarm stops beeping only when Replace is
completed.

Order of Precedence
In the following scenarios, rebuild takes precedence over Replace:

= [faReplace is already taking place to a hot spare drive, and any virtual drive on the controller degrades, the
Replace aborts, and a rebuild starts. Rebuild changes the virtual drive to the Optimal state.

m  The Rebuild takes precedence over the Replace when the conditions exist to start both operations. Consider the
following examples:

— Hot spare is not configured (or unavailable) in the system.

— Two drives (both members of virtual drives) exist, with one drive exceeding the SMART error threshold, and
the other failed.

— Ifyou add a hot spare (assume a global hot spare) during a Replace, the Replace is ended abruptly, and
Rebuild starts on the hot spare.
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Background initialization is a check for media errors on the drives when you create a virtual drive. It is an automatic
operation that starts five minutes after you create the virtual drive. This check ensures that striped data segments are
the same on all of the drives in the drive group.

Background initialization is similar to a consistency check. The difference between the two is that a background
initialization is forced on new virtual drives and a consistency check is not.

New RAID 5 virtual drives and new RAID 6 virtual drives require a minimum number of drives for a background
initialization to start. If there are fewer drives, the background initialization does not start. The background
initialization needs to be started manually. The following number of drives are required:

= New RAID 5 virtual drives must have at least five drives for background initialization to start.
m  New RAID 6 virtual drives must have at least seven drives for background initialization to start.

The default and recommended background initialization rate is 30 percent. Before you change the rebuild rate, you
must stop the background initialization or the rate change will not affect the background initialization rate. After you
stop background initialization and change the rebuild rate, the rate change takes effect when you restart background
initialization.

Patrol read involves the review of your system for possible drive errors that could lead to drive failure and then action
to correct errors. The goal is to protect data integrity by detecting drive failure before the failure can damage data. The
corrective actions depend on the drive group configuration and the type of errors.

Patrol read starts only when the controller is idle for a defined period of time and no other background tasks are
active, though it can continue to run during heavy I/O processes.

You can use the MegaRAID Storage Manager software to select the patrol read options, which you can use to set
automatic or manual operation, or disable patrol read. See Running a Patrol Read.

Disk striping allows you to write data across multiple drives instead of just one drive. Disk striping involves
partitioning each drive storage space into stripes that can vary in size from 8 KB to 1024 KB. These stripes are
interleaved in a repeated sequential manner. The combined storage space is composed of stripes from each drive. It is
recommended that you keep stripe sizes the same across RAID drive groups.

For example, in a four-disk system using only disk striping (used in RAID level 0), segment 1 is written to disk 1,
segment 2 is written to disk 2, and so on. Disk striping enhances performance because multiple drives are accessed
simultaneously, but disk striping does not provide data redundancy.
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Figure 3 Example of Disk Striping (RAID 0)

Sagment Segment 2
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Segment B Segment 10

Stripe Width

Stripe width is the number of drives involved in a drive group where striping is implemented. For example, a four-disk
drive group with disk striping has a stripe width of four.

Stripe Size

The stripe size is the length of the interleaved data segments that the RAID controller writes across multiple drives, not
including parity drives. For example, consider a stripe that contains 64 KB of disk space and has 16 KB of data residing
on each disk in the stripe. In this case, the stripe size is 64 KB, and the strip size is 16 KB.

Strip Size

The strip size is the portion of a stripe that resides on a single drive.

With disk mirroring (used in RAID 1 and RAID 10), data written to one drive is simultaneously written to another drive.
The primary advantage of disk mirroring is that it provides 100 percent data redundancy. Because the contents of the
disk are completely written to a second disk, data is not lost if one disk fails. In addition, both drives contain the same
data at all times, so either disk can act as the operational disk. If one disk fails, the contents of the other disk can run
the system and reconstruct the failed disk.

Disk mirroring provides 100 percent redundancy, but it is expensive because each drive in the system must be
duplicated. The following figure shows an example of disk mirroring.

Figure 4 Example of Disk Mirroring (RAID 1)

Segment 1 Segment 1 Duplicated
Segment 2 Segment 2 Duplicated
Segment 3 Segment 3 Duplicated
Segment 4 Segment 4 Duplicated

3_01080-00

Parity generates a set of redundancy data from two or more parent data sets. The redundancy data can be used to
reconstruct one of the parent data sets in the event of a drive failure. Parity data does not fully duplicate the parent
data sets, but parity generation can slow the write process. In RAID, this method is applied to entire drives or stripes
across all of the drives in a drive group. The types of parity are described in the following table.
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Table 2 Types of Parity

Parity Type Description
Dedicated The parity data on two or more drives is stored on an additional disk.
Distributed The parity data is distributed across more than one drive in the system.

RAID 5 combines distributed parity with disk striping. If a single drive fails, it can be rebuilt from the parity and the
data on the remaining drives. An example of a RAID 5 drive group is shown in the following figure. RAID 5 uses parity
to provide redundancy for one drive failure without duplicating the contents of entire drives. RAID 6 also uses
distributed parity and disk striping, but adds a second set of parity data so that it can survive up to two drive failures.

Segman 1 Sagment 2 Segmean 3 Sagment 4 Sagment 5 Parity {1 o 5]
Segmens 7 Sapment & Seqment & Segment 10 Parity (& % 10} Sagment &
Segment 13 Sepment 14 Seqgment 15 Parity {11 %2 15) Segment 11 Segment 12
Seqmen 13 Sagrent 20 Puasity {18 to 20) Segment 16 Sagment 17 Sogrment 18
Segman: 25 Parity 121 2 25) Segmen: 21 Sopment 22 Sopment 23 Fagrienl 24
Parity -:illi b ) Sepment 28 Seqment 27 Segment 28 Sel:'rlll!llll 28 Sagrent 3

Mote: Parity is distributed across all drives in the drive group. 3_01081-00

Disk spanning allows multiple drives to function like one big drive. Spanning overcomes lack of disk space and
simplifies storage management by combining existing resources or adding relatively inexpensive resources. For
example, four 20-GB drives can be combined to appear to the operating system as a single 80-GB drive.

Spanning alone does not provide reliability or performance enhancements. Spanned virtual drives must have the
same stripe size and must be contiguous. In the following figure, RAID 1 drive groups are turned into a RAID 10 drive

group.

NOTE Make sure that the spans are in different backplanes, so that if one
span fails, you do not lose the whole drive group.

Figure 6 Example of Disk Spanning

-,

Can Be Accessed As
One 120-GB Drive

Can Be Accessed As
One 120-GB Drive

e ——— -
i ———

3_01082-00

Spanning two contiguous RAID 0 virtual drives does not produce a new RAID level or add fault tolerance. It does
increase the capacity of the virtual drive and improves performance by doubling the number of spindles.
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Spanning for RAID 00, RAID 10, RAID 50, and RAID 60

The following table describes how to configure RAID 00, RAID 10, RAID 50, and RAID 60 by spanning. The virtual drives
must have the same stripe size and the maximum number of spans is 8. The full drive capacity is used when you span
virtual drives; you cannot specify a smaller drive capacity.

See Configuration for detailed procedures for configuring drive groups and virtual drives, and spanning the drives.

Table 3 Spanning for RAID 10, RAID 50, and RAID 60

Level Description

00 Configure RAID 00 by spanning two contiguous RAID 0 virtual drives, up to the maximum number of
supported devices for the controller.

10 Configure RAID 10 by spanning two contiguous RAID 1 virtual drives, up to the maximum number of
supported devices for the controller. RAID 10 supports a maximum of 8 spans. You must use an even number of
drives in each RAID virtual drive in the span. The RAID 1 virtual drives must have the same stripe size.

50 Configure RAID 50 by spanning two contiguous RAID 5 virtual drives. The RAID 5 virtual drives must have the
same stripe size.

60 Configure RAID 60 by spanning two contiguous RAID 6 virtual drives. The RAID 6 virtual drives must have the
same stripe size.

NOTE In a spanned virtual drive (R10, R50, R60) the span numbering starts
from Span 0, Span 1, Span 2, and so on.

A hot spare is an extra, unused drive that is part of the disk subsystem. It is usually in Standby mode, ready for service
if a drive fails. Hot spares permit you to replace failed drives without system shutdown or user intervention. MegaRAID
SAS RAID controllers can implement automatic and transparent rebuilds of failed drives using hot spare drives,
providing a high degree of fault tolerance and zero downtime.

The RAID management software allows you to specify drives as hot spares. When a hot spare is needed, the RAID
controller assigns the hot spare that has a capacity closest to and at least as great as that of the failed drive to take the
place of the failed drive. The failed drive is removed from the virtual drive and marked ready awaiting removal after
the rebuild to a hot spare begins. You can make hot spares of the drives that are not in a RAID virtual drive.

You can use the RAID management software to designate the hot spare to have enclosure affinity, meaning that if
drive failures are present on a split backplane configuration, the hot spare will be used first on the backplane side in
which it resides.

If the hot spare is designated as having enclosure affinity, it attempts to rebuild any failed drives on the backplane in
which it resides before rebuilding any other drives on other backplanes.

NOTE If a rebuild to a hot spare fails for any reason, the hot spare drive is
marked as failed. If the source drive fails, both the source drive and the
hot spare drive are marked as failed.

The hot spare can be of two types:

m  Global hot spare
m  Dedicated hot spare

Global Hot Spare

Use a global hot spare drive to replace any failed drive in a redundant drive group as long as its capacity is equal to or
larger than the coerced capacity of the failed drive. A global hot spare defined on any channel should be available to
replace a failed drive on both channels.
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Dedicated Hot Spare

Use a dedicated hot spare to replace a failed drive only in a selected drive group. One or more drives can be
designated as a member of a spare drive pool. The most suitable drive from the pool is selected for failover. A
dedicated hot spare is used before one from the global hot spare pool.

Hot spare drives can be located on any RAID channel. Standby hot spares (not being used in RAID drive group) are
polled every 60 seconds at a minimum, and their status made available in the drive group management software.
RAID controllers offer the ability to rebuild with a disk that is in a system but not initially set to be a hot spare.

Observe the following parameters when using hot spares:

m  Hot spares are used only in drive groups with redundancy: RAID levels 1, 5, 6, 10, 50, and 60.

m A hot spare connected to a specific RAID controller can be used to rebuild a drive that is connected only to the
same controller.

m  You must assign the hot spare to one or more drives through the controller BIOS or use drive group management
software to place it in the hot spare pool.

m A hot spare must have free space equal to or greater than the drive it replaces. For example, to replace an 500-GB
drive, the hot spare must be 500-GB or larger.

When a drive in a RAID drive group fails, you can rebuild the drive by re-creating the data that was stored on the drive
before it failed. The RAID controller re-creates the data using the data stored on the other drives in the drive group.
Rebuilding can be done only in drive groups with data redundancy, which includes RAID 1, 5, 6, 10, 50, and 60 drive
groups.

The RAID controller uses hot spares to rebuild failed drives automatically and transparently, at user-defined rebuild
rates. If a hot spare is available, the rebuild can start automatically when a drive fails. If a hot spare is not available, the
failed drive must be replaced with a new drive so that the data on the failed drive can be rebuilt.

The failed drive is removed from the virtual drive and marked ready awaiting removal when the rebuild to a hot spare
begins. If the system goes down during a rebuild, the RAID controller automatically resumes the rebuild after the
system reboots.

NOTE When the rebuild to a hot spare begins, the failed drive is often
removed from the virtual drive before management applications
detect the failed drive. When this occurs, the events logs show the
drive rebuilding to the hot spare without showing the failed drive. The
formerly failed drive will be marked as “ready” after a rebuild begins to
a hot spare. If a source drive fails during a rebuild to a hot spare, the
rebuild fails, and the failed source drive is marked as offline. In
addition, the rebuilding hot spare drive is changed back to a hot spare.
After a rebuild fails because of a source drive failure, the dedicated hot
spareis still dedicated and assigned to the correct drive group, and the
global hot spare is still global.

An automatic drive rebuild will not start if you replace a drive during a RAID-level migration. The rebuild must be
started manually after the expansion or migration procedure is complete. (RAID-level migration changes a virtual
drive from one RAID level to another.)

The rebuild rate is the percentage of the compute cycles dedicated to rebuilding failed drives. A rebuild rate of 100
percent means that the system assigns priority to rebuilding the failed drives.
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The rebuild rate can be configured between 0 percent and 100 percent. At 0 percent, the rebuild is done only if the
system is not doing anything else. At 100 percent, the rebuild has a higher priority than any other system activity.
Using 0 percent or 100 percent is not recommended. The default rebuild rate is accelerated.

A hot swap is the manual replacement of a defective drive unit while the computer is still running. When a new drive
has been installed, a rebuild occurs automatically if these situation occurs:

m  The newly inserted drive is the same capacity as or larger than the failed drive.
m  The newly inserted drive is placed in the same drive bay as the failed drive it is replacing.

The RAID controller can be configured to detect the new drives and rebuild the contents of the drive automatically.

A drive state is a property indicating the status of the drive. The drive states are described in the following table.

Table 4 Drive States

State Description
Online A drive that can be accessed by the RAID controller and is part of the virtual drive.
Unconfigured Good |A drive that is functioning normally but is not configured as a part of a virtual drive or as a hot spare.
Hot Spare A drive that is powered up and ready for use as a spare in case an online drive fails.
Failed A drive that was originally configured as Online or Hot Spare, but on which the firmware detects an

unrecoverable error.

Rebuild A drive to which data is being written to restore full redundancy for a virtual drive.

Unconfigured Bad | A drive on which the firmware detects an unrecoverable error; the drive was Unconfigured Good or the drive
could not be initialized.

Missing A drive that was Online but which has been removed from its location.

Offline A drive that is part of a virtual drive but which has invalid data as far as the RAID configuration is concerned.

The virtual drive states are described in the following table.

Table 5 Virtual Drive States

State Description
Optimal The virtual drive operating condition is good. All configured drives are online.
Degraded The virtual drive operating condition is not optimal. One of the configured drives has failed or is offline.

Partial Degraded The operating condition in a RAID 6 virtual drive is not optimal. One of the configured drives has failed or is
offline. RAID 6 can tolerate up to two drive failures.

Failed The virtual drive has failed.

Offline The virtual drive is not available to the RAID controller.
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RAID Levels

An alarm sounds on the MegaRAID controller when a virtual drive changes from an optimal state to another state,
when a hot spare rebuilds, and for test purposes.

Table 6 Beep Codes, Events, and Virtual Drive States

Event Virtual Drive State Beep Code
RAID 0 virtual drive loses a virtual drives Offline 3 seconds on and 1 second off
RAID 1 loses a mirror drive Degraded 1 second on and 1 second off
RAID 1 loses both drives Offline 3 seconds on and 1 second off
RAID 5 loses one drive Degraded 1 second on and 1 second off
RAID 5 loses two or more drives Offline 3 seconds on and 1 second off
RAID 6 loses one drive Partially Degraded 1 second on and 1 second off
RAID 6 loses two drives Degraded 1 second on and 1 second off
RAID 6 loses more than two drives Offline 3 seconds on and 1 second off
A hot spare completes the rebuild process and is |N/A 1 second on and 3 seconds off
brought into a drive group

Enclosure management is the intelligent monitoring of the disk subsystem by software, hardware or both. The disk
subsystem can be part of the host computer or can reside in an external disk enclosure. Enclosure management helps
you stay informed of events in the disk subsystem, such as a drive or power supply failure. Enclosure management
increases the fault tolerance of the disk subsystem.

RAID Levels

The RAID controller supports RAID levels 0, 00, 1, 5, 6, 10, 50, and 60. The supported RAID levels are summarized in the
following section.

In addition, the RAID controller supports independent drives (configured as RAID 0 and RAID 00.) The following
sections describe the RAID levels in detail.

RAID 0 uses striping to provide high data throughput, especially for large files in an environment that does not require
fault tolerance.

RAID 1 uses mirroring so that data written to one drive is simultaneously written to another drive. RAID 1 is good for
small databases or other applications that require small capacity but complete data redundancy.

RAID 5 uses disk striping and parity data across all drives (distributed parity) to provide high data throughput,
especially for small random access.

RAID 6 uses distributed parity, with two independent parity blocks per stripe, and disk striping. A RAID 6 virtual drive
can survive the loss of any two drives without losing data. A RAID 6 drive group, which requires a minimum of three
drives, is similar to a RAID 5 drive group. Blocks of data and parity information are written across all drives. The parity
information is used to recover the data if one or two drives fail in the drive group.
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A RAID 00 drive group is a spanned drive group that creates a striped set from a series of RAID 0 drive groups.

RAID 10, a combination of RAID 0 and RAID 1, consists of striped data across mirrored spans. A RAID 10 drive group is
a spanned drive group that creates a striped set from a series of mirrored drives. RAID 10 allows a maximum of 8 spans.
You must use an even number of drives in each RAID virtual drive in the span. The RAID 1 virtual drives must have the
same stripe size. RAID 10 provides high data throughput and complete data redundancy but uses a larger number of
spans.

RAID 50, a combination of RAID 0 and RAID 5, uses distributed parity and disk striping. A RAID 50 drive group is a
spanned drive group in which data is striped across multiple RAID 5 drive groups. RAID 50 works best with data that
requires high reliability, high request rates, high data transfers, and medium-to-large capacity.

NOTE Having virtual drives of different RAID levels, such as RAID 0 and RAID
5, in the same drive group is not allowed. For example, if an existing
RAID 5 virtual drive is created out of partial space in an array, the next
virtual drive in the array has to be RAID 5 only.

RAID 60, a combination of RAID 0 and RAID 6, uses distributed parity, with two independent parity blocks per stripe in
each RAID set, and disk striping. A RAID 60 virtual drive can survive the loss of two drives in each of the RAID 6 sets
without losing data. RAID 60 works best with data that requires high reliability, high request rates, high data transfers,
and medium-to-large capacity.

NOTE The MegaSR controller supports the standard RAID levels - RAID 0,
RAID 1,RAID 5, and RAID 10. The MegaSR controller comes in two
variants, SCU and AHCI, both supporting a maximum of eight physical
drives. A maximum of eight virtual drives can be created (using RAID
0, RAID 1, RAID 5, and RAID 10 only) and controlled by the MegaSR
controller. One virtual drive can be created on an array (a maximum of
eight if no other virtual drives are already created on the MegaSR
controller), or you can create eight arrays with one virtual drive each.
However, on RAID10, you can create only one virtual drive on a
particular array.

Select the optimal RAID level when you create a system drive. The optimal RAID level for your drive group depends on
a number of factors:

The number of drives in the drive group
The capacity of the drives in the drive group
The need for data redundancy

The disk performance requirements

RAID 0 provides disk striping across all drives in the RAID drive group. RAID 0 does not provide any data redundancy,
but RAID Ooffers the best performance of any RAID level. RAID 0 breaks up data into smaller segments, and then
stripes the data segments across each drive in the drive group. The size of each data segment is determined by the
stripe size. RAID 0 offers high bandwidth.

NOTE RAID level 0 is not fault tolerant. If a drive in a RAID 0 drive group fails,
the entire virtual drive (all drives associated with the virtual drive) fails.
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By breaking up a large file into smaller segments, the RAID controller can use both SAS drives and SATA drives to read
or write the file faster. RAID 0 involves no parity calculations to complicate the write operation. This situation makes
RAID 0 ideal for applications that require high bandwidth but do not require fault tolerance. The following table
provides an overview of RAID 0. The following figure provides a graphic example of a RAID 0 drive group.

Table 7 RAID 0 Overview

Uses Provides high data throughput, especially for large files. Any environment that does not require fault tolerance.
Strong points Provides increased data throughput for large files.
No capacity loss penalty for parity.
Weak points Does not provide fault tolerance or high bandwidth.
All data is lost if any drive fails.
Drives 1to32

Figure 7 RAID 0 Drive Group Example with Two Drives

Segment 1 Segment 2
Segment 3 Segment 4
Segment 5 Segment 6
Segment 7 Segment 8

3_01083-00

In RAID 1, the RAID controller duplicates all data from one drive to a second drive in the drive group. RAID 1 supports
an even number of drives from 2 through 32 in a single span. RAID 1 provides complete data redundancy, but at the
cost of doubling the required data storage capacity. The following table provides an overview of RAID 1. The following
figure provides a graphic example of a RAID 1 drive group.

Table 8 RAID 1 Overview

Uses Use RAID 1 for small databases or any other environment that requires fault tolerance but small capacity.

Strong points Provides complete data redundancy. RAID 1 is ideal for any application that requires fault tolerance and
minimal capacity.

Weak points Requires twice as many drives. Performance is impaired during drive rebuilds.

Drives 2 through 32 (must be an even number of drives)
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Figure 8 RAID 1 Drive Group
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RAID Levels

RAID 5 includes disk striping at the block level and parity. Parity is the data’s property of being odd or even, and parity
checking is used to detect errors in the data. In RAID 5, the parity information is written to all drives. RAID 5 is best
suited for networks that perform a lot of small input/output (I/0) transactions simultaneously.

RAID 5 addresses the bottleneck issue for random 1/0 operations. Because each drive contains both data and parity,
numerous writes can take place concurrently.

The following table provides an overview of RAID 5. The following figure provides a graphic example of a RAID 5 drive

group.
Table 9 RAID 5 Overview

Uses

Provides high data throughput, especially for large files. Use RAID 5 for transaction processing applications
because each drive can read and write independently. If a drive fails, the RAID controller uses the parity drive
to re-create all missing information. Use also for office automation and online customer service that requires
fault tolerance. Use for any application that has high read request rates but low write request rates.

Strong points

Provides data redundancy, high read rates, and good performance in most environments. Provides
redundancy with lowest loss of capacity.

Weak points

Not well-suited to tasks requiring lot of writes. Suffers more impact if no cache is used (clustering). Drive
performance is reduced if a drive is being rebuilt. Environments with few processes do not perform as well
because the RAID overhead is not offset by the performance gains in handling simultaneous processes.

Number of Drives in
this RAID level

3 through 32
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Figure 9 RAID 5 Drive Group with Six Drives

Segment 1 Segment 2 Segment 3 Segment 4 Segment 5 Parity (1-5)
Segment 7 Segment 8 Segment 9 Segment 10 Parity (6—10) Segment 6

Segment 13 Segment 14 Segment 15 Parity (11-15) Segment 11 Segment 12
Segment 19 Segment 20 Parity (16-20) Segment 16 Segment 17 Segment 18
Segment 25 Parity (21-25) Segment 21 Segment 22 Segment 23 Segment 24
Parity (26—30) Segment 26 Segment 27 Segment 28 Segment 29 Segment 30

Note: Parity is distributed across all drives in the drive group. 3 01085.00

RAID 6 is similar to RAID 5 (disk striping and parity), except that instead of one parity block per stripe, there are two.
With two independent parity blocks, RAID 6 can survive the loss of any two drives in a virtual drive without losing
data. RAID 6 provides a high level of data protection through the use of a second parity block in each stripe. Use RAID
6 for data that requires a very high level of protection from loss.

In the case of a failure of one drive or two drives in a virtual drive, the RAID controller uses the parity blocks to
re-create all of the missing information. If two drives in a RAID 6 virtual drive fail, two drive rebuilds are required, one
for each drive. These rebuilds do not occur at the same time. The controller rebuilds one failed drive, and then the
other failed drive.

The following table provides an overview of a RAID 6 drive group.

Table 10 RAID 6 Overview

Uses Use for office automation and online customer service that requires fault tolerance. Use for any application
that has high read request rates but low write request rates.

Strong points Provides data redundancy, high read rates, and good performance in most environments. Can survive the loss
of two drives or the loss of a drive while another drive is being rebuilt. Provides the highest level of protection
against drive failures of all of the RAID levels. Read performance is similar to that of RAID 5.

Weak points Not well-suited to tasks requiring a lot of writes. A RAID 6 virtual drive has to generate two sets of parity data
for each write operation, which results in a significant decrease in performance during writes. Drive
performance is reduced during a drive rebuild. Environments with few processes do not perform as well
because the RAID overhead is not offset by the performance gains in handling simultaneous processes. RAID 6
costs more because of the extra capacity required by using two parity blocks per stripe.

Drives 3 through 32

The following figure shows a RAID 6 data layout. The second set of parity drives is denoted by Q. The P drives follow
the RAID 5 parity scheme.
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Figure 10 Example of Distributed Parity across Two Blocks in a Stripe (RAID 6)

Segment 1 Segment 2 Segment 3 Segment 4 Parity (P1-P4) Parity (Q1-Q4)
Segment 6 Segment 7 Segment 8 Parity (P5-P8) Parity (Q5-Q8) Segment 5
Segment 11 Segment 12 Parity (P9-P12) Parity (Q9-Q12) Segment 9 Segment 10
Segment 16 Parity (P13-P16)  Parity (Q13-Q16) Segment 13 Segment 14 Segment 15
Parity (P17-P20)  Parity (Q17-Q20) Segment 17 Segment 18 Segment 19 Segment 20
Note: Parity is distributed across all drives in the drive group. 3 01086.00

A RAID 00 drive group is a spanned drive group that creates a striped set from a series of RAID 0 drive groups. RAID 00
does not provide any data redundancy, but, along with RAID 0, does offer the best performance of any RAID level.
RAID 00 breaks up data into smaller segments and then stripes the data segments across each drive in the drive
groups. The size of each data segment is determined by the stripe size. RAID 00 offers high bandwidth.

NOTE RAID level 00 is not fault tolerant. If a drive in a RAID 0 drive group fails,
the entire virtual drive (all drives associated with the virtual drive) fails.

By breaking up a large file into smaller segments, the controller can use both SAS drives and SATA drives to read or
write the file faster. RAID 00 involves no parity calculations to complicate the write operation. This situation makes
RAID 00 ideal for applications that require high bandwidth but do not require fault tolerance. The following table
provides an overview of RAID 00. The following figure provides a graphic example of a RAID 00 drive group.

Table 11 RAID 00 Overview

Uses Provides high data throughput, especially for large files. Any environment that does not require fault tolerance.
Strong points Provides increased data throughput for large files.
No capacity loss penalty for parity.
Weak points Does not provide fault tolerance or high bandwidth.
All data lost if any drive fails.
Drives 2 through 256

LSI Corporation
-33-



MegaRAID SAS Software User Guide Chapter 2: Introduction to RAID
August 2013 RAID Levels

Figure 11 RAID 00 Drive Group Example with Two Drives
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RAID 10 is a combination of RAID 0 and RAID 1, and it consists of stripes across mirrored drives. RAID 10 breaks up data
into smaller blocks and then mirrors the blocks of data to each RAID 1 drive group. The first RAID 1 drive in each drive
group then duplicates its data to the second drive. The size of each block is determined by the stripe size parameter,
which is set during the creation of the RAID set. The RAID 1 virtual drives must have the same stripe size.

Spanning is used because one virtual drive is defined across more than one drive group. Virtual drives defined across
multiple RAID 1 level drive groups are referred to as RAID level 10, (140). Data is striped across drive groups to increase
performance by enabling access to multiple drive groups simultaneously.

Each spanned RAID 10 virtual drive can tolerate multiple drive failures, as long as each failure is in a separate drive
group. If drive failures occur, less than total drive capacity is available.

Configure RAID 10 by spanning two contiguous RAID 1 virtual drives, up to the maximum number of supported
devices for the controller. RAID 10 supports a maximum of 8 spans, with a maximum of 32 drives per span. You must
use an even number of drives in each RAID 10 virtual drive in the span.

NOTE Other factors, such as the type of controller, can restrict the number of
drives supported by RAID 10 virtual drives.
The following table provides an overview of RAID 10.

Table 12 RAID 10 Overview

Uses Appropriate when used with data storage that needs 100 percent redundancy of mirrored drive groups and
that also needs the enhanced /0 performance of RAID 0 (striped drive groups.) RAID 10 works well for
medium-sized databases or any environment that requires a higher degree of fault tolerance and
moderate-to-medium capacity.

Strong Points Provides both high data transfer rates and complete data redundancy.
Weak Points Requires twice as many drives as all other RAID levels except RAID 1.
Drives 4 to 32 in multiples of 4 — The maximum number of drives supported by the controller (using an even number

of drives in each RAID 10 virtual drive in the span).

In the following figure, virtual drive 0 is created by distributing data across four drive groups (drive groups 0 through
3).
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Figure 12 RAID 10 Level Virtual Drive
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RAID 50 provides the features of both RAID 0 and RAID 5. RAID 50 includes both distributed parity and drive striping
across multiple drive groups. RAID 50 is best implemented on two RAID 5 drive groups with data striped across both

drive groups.

RAID 50 breaks up data into smaller blocks and then stripes the blocks of data to each RAID 5 disk set. RAID 5 breaks
up data into smaller blocks, calculates parity by performing an exclusive OR operation on the blocks, and then writes

the blocks of data
parameter, which

RAID level 50 can

and parity to each drive in the drive group. The size of each block is determined by the stripe size
is set during the creation of the RAID set.

support up to eight spans and tolerate up to eight drive failures, though less than total drive

capacity is available. Though multiple drive failures can be tolerated, only one drive failure can be tolerated in each

RAID 5 level drive

group.

The following table provides an overview of RAID 50.

Table 13 RAID 50 Overview

Uses

Appropriate when used with data that requires high reliability, high request rates, high data transfer, and
medium-to-large capacity.

Strong points

Provides high data throughput, data redundancy, and very good performance.

Weak points

Requires two times to eight times as many parity drives as RAID 5.

Drives

8 spans of RAID 5 drive groups containing 3 to 32 drives each (limited by the maximum number of devices
supported by the controller)
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Figure 13 RAID 50 Level Virtual Drive
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RAID 60 provides the features of both RAID 0 and RAID 6, and includes both parity and disk striping across multiple
drive groups. RAID 6 supports two independent parity blocks per stripe. A RAID 60 virtual drive can survive the loss of
two drives in each of the RAID 6 sets without losing data. RAID 60 is best implemented on two RAID 6 drive groups
with data striped across both drive groups.

RAID 60 breaks up data into smaller blocks and then stripes the blocks of data to each RAID 6 disk set. RAID 6 breaks
up data into smaller blocks, calculates parity by performing an exclusive-or on the blocks, and then writes the blocks
of data and parity to each drive in the drive group. The size of each block is determined by the stripe size parameter,
which is set during the creation of the RAID set.

RAID 60 can support up to 8 spans and tolerate up to 16 drive failures, though less than total drive capacity is
available. Two drive failures can be tolerated in each RAID 6 level drive group.

Table 14 RAID 60 Overview

Uses Provides a high level of data protection through the use of a second parity block in each stripe. Use RAID 60 for
data that requires a very high level of protection from loss.

In the case of a failure of one drive or two drives in a RAID set in a virtual drive, the RAID controller uses the
parity blocks to re-create all of the missing information. If two drives in a RAID 6 set in a RAID 60 virtual drive
fail, two drive rebuilds are required, one for each drive. These rebuilds can occur at the same time.

Use for office automation and online customer service that requires fault tolerance. Use for any application
that has high read request rates but low write request rates.

Strong points Provides data redundancy, high read rates, and good performance in most environments. Each RAID 6 set can
survive the loss of two drives or the loss of a drive while another drive is being rebuilt. Provides the highest
level of protection against drive failures of all of the RAID levels. Read performance is similar to that of RAID 50,
though random reads in RAID 60 might be slightly faster because data is spread across at least one more disk
in each RAID 6 set.

Weak points Not well suited to tasks requiring lot of writes. A RAID 60 virtual drive has to generate two sets of parity data for
each write operation, which results in a significant decrease in performance during writes. Drive performance
is reduced during a drive rebuild. Environments with few processes do not perform as well because the RAID
overhead is not offset by the performance gains in handling simultaneous processes. RAID 6 costs more
because of the extra capacity required by using two parity blocks per stripe.

Drives A minimum of 6.

The following figure shows a RAID 60 data layout. The second set of parity drives is denoted by Q. The P drives follow
the RAID 5 parity scheme.
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RAID Configuration Strategies

Flgure 14 RAID 60 Level Virtual Drive
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RAID Configuration Strategies

The following factors in RAID drive group configuration are most important:

= Virtual drive availability (fault tolerance)
= Virtual drive performance
= Virtual drive capacity

You cannot configure a virtual drive that optimizes all three factors, but it is easy to choose a virtual drive
configuration that maximizes one factor at the expense of another factor. For example, RAID 1 (mirroring) provides
excellent fault tolerance, but requires a redundant drive.

The following subsections describe how to use the RAID levels to maximize virtual drive availability (fault tolerance),
virtual drive performance, and virtual drive capacity.

Fault tolerance is achieved through the ability to perform automatic and transparent rebuilds using hot spare drives
and hot swaps. A hot spare drive is an unused online available drive that the RAID controller instantly plugs into the
system when an active drive fails. After the hot spare is automatically moved into the RAID drive group, the failed drive
is automatically rebuilt on the spare drive. The RAID drive group continues to handle requests while the rebuild
occurs.

A hot swap is the manual substitution of a replacement unit in a disk subsystem for a defective one, where the
substitution can be performed while the subsystem is running hot swap drives. Auto-Rebuild in the WebBIOS
Configuration Utility allows a failed drive to be replaced and automatically rebuilt by “hot-swapping” the drive in the
same drive bay. The RAID drive group continues to handle requests while the rebuild occurs, providing a high degree
of fault tolerance and zero downtime.
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Table 15 RAID Levels and Fault Tolerance

RAID
Level

Fault Tolerance

0

Does not provide fault tolerance. All data is lost if any drive fails. Disk striping writes data across multiple drives instead of just one drive.
It involves partitioning each drive storage space into stripes that can vary in size. RAID 0 is ideal for applications that require high
performance but do not require fault tolerance.

Provides complete data redundancy. If one drive fails, the contents of the other drive in the drive group can be used to run the system
and reconstruct the failed drive.

The primary advantage of disk mirroring is that it provides 100 percent data redundancy. Because the contents of the drive are
completely written to a second drive, no data is lost if one of the drives fails. Both drives contain the same data at all times. RAID 1 is
ideal for any application that requires fault tolerance and minimal capacity.

Combines distributed parity with disk striping. Parity provides redundancy for one drive failure without duplicating the contents of
entire drives. If a drive fails, the RAID controller uses the parity data to reconstruct all missing information. In RAID 5, this method is
applied to entire drives or stripes across all drives in a drive group. Using distributed parity, RAID 5 offers fault tolerance with limited
overhead.

Combines distributed parity with disk striping. RAID 6 can sustain two drive failures and still maintain data integrity. Parity provides
redundancy for two drive failures without duplicating the contents of entire drives. If a drive fails, the RAID controller uses the parity
data to reconstruct all missing information. In RAID 6, this method is applied to entire drives or stripes across all of the drives in a drive
group. Using distributed parity, RAID 6 offers fault tolerance with limited overhead.

00

Does not provide fault tolerance. All data in a virtual drive is lost if any drive in that virtual drive fails. Disk striping writes data across
multiple drives instead of just one drive. It involves partitioning each drive storage space into stripes that can vary in size. RAID 00 is
ideal for applications that require high bandwidth but do not require fault tolerance.

Provides complete data redundancy using striping across spanned RAID 1 drive groups. RAID 10 works well for any environment that
requires the 100 percent redundancy offered by mirrored drive groups. RAID 10 can sustain a drive failure in each mirrored drive group
and maintain data integrity.

50

Provides data redundancy using distributed parity across spanned RAID 5 drive groups. RAID 50 includes both parity and disk striping
across multiple drives. If a drive fails, the RAID controller uses the parity data to re-create all missing information. RAID 50 can sustain
one drive failure per RAID 5 drive group and still maintain data integrity.

60

Provides data redundancy using distributed parity across spanned RAID 6 drive groups. RAID 60 can sustain two drive failures per RAID
6 drive group and still maintain data integrity. It provides the highest level of protection against drive failures of all of the RAID levels.
RAID 60 includes both parity and disk striping across multiple drives. If a drive fails, the RAID controller uses the parity data to re-create
all missing information.

A RAID disk subsystem improves 1/O performance. The RAID drive group appears to the host computer as a single
storage unit or as multiple virtual units. I/0 is faster because drives can be accessed simultaneously. The following
table describes the performance for each RAID level.
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Table 16 RAID Levels and Performance

RAID
Level

Performance

0

RAID 0 (striping) offers excellent performance. RAID 0 breaks up data into smaller blocks and then writes a block to each drive in the
drive group. Disk striping writes data across multiple drives instead of just one drive. It involves partitioning each drive storage space
into stripes that can vary in size from 8 KB to 1024 KB. These stripes are interleaved in a repeated sequential manner. Disk striping
enhances performance because multiple drives are accessed simultaneously.

With RAID 1 (mirroring), each drive in the system must be duplicated, which requires more time and resources than striping.
Performance is impaired during drive rebuilds.

RAID 5 provides high data throughput, especially for large files. Use this RAID level for any application that requires high read request
rates, but low write request rates, such as transaction processing applications, because each drive can read and write independently.
Because each drive contains both data and parity, numerous writes can take place concurrently. In addition, robust caching algorithms
and hardware-based exclusive-or assist make RAID 5 performance exceptional in many different environments.

Parity generation can slow the write process, making write performance significantly lower for RAID 5 than for RAID 0 or RAID 1. Drive
performance is reduced when a drive is being rebuilt. Clustering can also reduce drive performance. Environments with few processes
do not perform as well because the RAID overhead is not offset by the performance gains in handling simultaneous processes.

RAID 6 works best when used with data that requires high reliability, high request rates, and high data transfer. It provides high data
throughput, data redundancy, and very good performance. However, RAID 6 is not well suited to tasks requiring a lot of writes. A RAID
6 virtual drive has to generate two sets of parity data for each write operation, which results in a significant decrease in performance
during writes. Drive performance is reduced during a drive rebuild. Environments with few processes do not perform as well because
the RAID overhead is not offset by the performance gains in handling simultaneous processes.

00

RAID 00 (striping in a spanned drive group) offers excellent performance. RAID 00 breaks up data into smaller blocks and then writes a
block to each drive in the drive groups. Disk striping writes data across multiple drives instead of just one drive. Striping involves
partitioning each drive storage space into stripes that can vary in size from 8 KB to 1024 KB. These stripes are interleaved in a repeated
sequential manner. Disk striping enhances performance because multiple drives are accessed simultaneously.

RAID 10 works best for data storage that need the enhanced 1/0 performance of RAID 0 (striped drive groups), which provides high

data transfer rates. Spanning increases the capacity of the virtual drive and improves performance by doubling the number of spindles.
The system performance improves as the number of spans increases. (The maximum number of spans is 8.) As the storage space in the
spans is filled, the system stripes data over fewer and fewer spans, and RAID performance degrades to that of a RAID 1 or RAID 5 drive

group.

50

RAID 50 works best when used with data that requires high reliability, high request rates, and high data transfer. It provides high data
throughput, data redundancy, and very good performance. Spanning increases the capacity of the virtual drive and improves
performance by doubling the number of spindles. The system performance improves as the number of spans increases. (The maximum
number of spans is 8.) As the storage space in the spans is filled, the system stripes data over fewer and fewer spans and RAID
performance degrades to that of a RAID 1 or RAID 5 drive group.

60

RAID 60 works best when used with data that requires high reliability, high request rates, and high data transfer. It provides high data
throughput, data redundancy, and very good performance. Spanning increases the capacity of the virtual drive and improves
performance by doubling the number of spindles. The system performance improves as the number of spans increases. (The maximum
number of spans is 8.) As the storage space in the spans is filled, the system stripes data over fewer and fewer spans, and RAID
performance degrades to that of a RAID 1 or RAID 6 drive group.

RAID 60 is not well suited to tasks requiring a lot of writes. A RAID 60 virtual drive has to generate two sets of parity data for each write
operation, which results in a significant decrease in performance during writes. Drive performance is reduced during a drive rebuild.
Environments with few processes do not perform as well because the RAID overhead is not offset by the performance gains in handling
simultaneous processes.

Storage capacity is an important factor when selecting a RAID level. There are several variables to consider. Striping
alone (RAID 0) requires less storage space than mirrored data (RAID 1) or distributed parity (RAID 5 or RAID 6). RAID 5,
which provides redundancy for one drive failure without duplicating the contents of entire drives, requires less space
than RAID 1. The following table explains the effects of the RAID levels on storage capacity.
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Table 17 RAID Levels and Capacity

RAID
Level

Capacity

0

RAID 0 (striping) involves partitioning each drive storage space into stripes that can vary in size. The combined storage space is
composed of stripes from each drive.

RAID 0 provides maximum storage capacity for a given set of drives. The usable capacity of a RAID 0 array is equal to the number of
drives in the array into the capacity of the smallest drive in the array.

With RAID 1 (mirroring), data written to one drive is simultaneously written to another drive, which doubles the required data storage
capacity. This situation is expensive because each drive in the system must be duplicated. The usable capacity of a RAID 1 array is equal
to the capacity of the smaller of the two drives in the array.

RAID 5 provides redundancy for one drive failure without duplicating the contents of entire drives. RAID 5 breaks up data into smaller
blocks, calculates parity by performing an exclusive-or on the blocks and then writes the blocks of data and parity to each drive in the
drive group. The size of each block is determined by the stripe size parameter, which is set during the creation of the RAID set. The
usable capacity of a RAID 5 array is equal to the number of drives in the array, minus one, into the capacity of the smallest drive in the
array.

RAID 6 provides redundancy for two drive failures without duplicating the contents of entire drives. However, it requires extra capacity
because it uses two parity blocks per stripe. This makes RAID 60 more expensive to implement. The usable capacity of a RAID 6 array is
equal to the number of drives in the array, minus two, into the capacity of the smallest drive in the array.

00

RAID 00 (striping in a spanned drive group) involves partitioning each drive storage space into stripes that can vary in size. The
combined storage space is composed of stripes from each drive. RAID 00 provides maximum storage capacity for a given set of drives.

RAID 10 requires twice as many drives as all other RAID levels except RAID 1.

RAID 10 works well for medium-sized databases or any environment that requires a higher degree of fault tolerance and
moderate-to-medium capacity. Disk spanning allows multiple drives to function like one large drive. Spanning overcomes lack of disk
space and simplifies storage management by combining existing resources or adding relatively inexpensive resources.

50

RAID 50 requires two to four times as many parity drives as RAID 5. This RAID level works best when used with data that requires
medium to large capacity.

60

RAID 60 provides redundancy for two drive failures in each RAID set without duplicating the contents of entire drives. However, it
requires extra capacity because a RAID 60 virtual drive has to generate two sets of parity data for each write operation. This situation
makes RAID 60 more expensive to implement.

2.4

RAID Availability

Data availability without downtime is essential for many types of data processing and storage systems. Businesses
want to avoid the financial costs and customer frustration associated with failed servers. RAID helps you maintain data
availability and avoid downtime for the servers that provide that data. RAID offers several features, such as spare
drives and rebuilds, that you can use to fix any drive problems, while keeping the servers running and data available.
The following subsections describe these features.

Spare Drives

You can use spare drives to replace failed or defective drives in a drive group. A replacement drive must be at least as
large as the drive it replaces. Spare drives include hot swaps, hot spares, and cold swaps.

A hot swap is the manual substitution of a replacement unit in a disk subsystem for a defective one, where the
substitution can be performed while the subsystem is running (performing its normal functions). The backplane and
enclosure must support hot swap for the functionality to work.

Hot spare drives are drives that power up along with the RAID drives and operate in a Standby state. If a drive used in
a RAID virtual drive fails, a hot spare automatically takes its place, and the data on the failed drive is rebuilt on the hot
spare. Hot spares can be used for RAID levels 1, 5, 6, 10, 50, and 60.
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2.6

Configuration Planning

NOTE If a rebuild to a hot spare fails for any reason, the hot spare drive will be
marked as “failed” If the source drive fails, both the source drive and
the hot spare drive will be marked as “failed.”

A cold swap requires that you power down the system before replacing a defective drive in a disk subsystem.

Rebuilding

If a drive fails in a drive group that is configured as a RAID 1, 5, 6, 10, 50, or 60 virtual drive, you can recover the lost
data by rebuilding the drive. If you have configured hot spares, the RAID controller automatically tries to use them to
rebuild failed drives. Manual rebuild is necessary if hot spares with enough capacity to rebuild the failed drives are not
available. You must insert a drive with enough storage into the subsystem before rebuilding the failed drive.

Configuration Planning

Factors to consider when planning a configuration are the number of drives the RAID controller can support, the
purpose of the drive group, and the availability of spare drives.

Each type of data stored in the disk subsystem has a different frequency of read and write activity. If you know the
data access requirements, you can more successfully determine a strategy for optimizing the disk subsystem capacity,
availability, and performance.

Servers that support video-on-demand typically read the data often, but write data infrequently. Both the read and
write operations tend to be long. Data stored on a general-purpose file server involves relatively short read and write
operations with relatively small files.

Number of Drives

Your configuration planning for the SAS RAID controller depends in part on the number of drives that you want to use
in a RAID drive group.

The number of drives in a drive group determines the RAID levels that can be supported. Only one RAID level can be
assigned to each virtual drive.

Drive Group Purpose

Important factors to consider when creating RAID drive groups include availability, performance, and capacity. Define
the major purpose of the drive group by answering questions related to these factors, such as the following, which are
followed by suggested RAID levels for each situation:

= Will this drive group increase the system storage capacity for general-purpose file and print servers? Use RAID 5, 6,
10, 50, or 60.

= Does this drive group support any software system that must be available 24 hours per day? Use RAID 1, 5, 6, 10,
50, or 60.

= Will the information stored in this drive group contain large audio or video files that must be available on
demand? Use RAID 0 or 00.

m  Will this drive group contain data from an imaging system? Use RAID 0, 00, or 10.

Fill out the following table to help you plan the drive group configuration. Rank the requirements for your drive group,
such as storage space and data redundancy, in order of importance, and then review the suggested RAID levels.
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Table 18 Factors to Consider for Drive Group Configuration

Requirement Rank Suggested RAID Levels
Storage space RAID 0, RAID 5, RAID 00
Data redundancy RAID 5, RAID 6, RAID 10, RAID 50, RAID 60
Drive performance and throughput RAID 0, RAID 00, RAID 10
Hot spares (extra drives required) RAID 1, RAID 5, RAID 6, RAID 10, RAID 50, RAID 60
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3.1

Terminology

This chapter describes the LS| SafeStore Disk Encryption service. The SafeStore Disk Encryption service is a collection
of features within LS| storage products that supports self-encrypting disks. SafeStore encryption services supports
local key management.

Overview

The SafeStore Disk Encryption service offers the ability to encrypt data on drives and use disk-based key management
to provide data security. This solution provides data protection in the event of theft or loss of physical drives. With
self-encrypting drives, if you remove a drive from its storage system or the server in which it is housed, the data on
that drive is encrypted and useless to anyone who attempts to access without the appropriate security authorization.

With the SafeStore encryption service, data is encrypted by the drives. You can designate which data to encrypt at the
individual virtual disk (VD) level.

Any encryption solution requires management of the encryption keys. The security service provides a way to manage
these keys. Both the WebBIOS Configuration Utility and the MegaRAID Storage Manager software offer procedures
that you can use to manage the security settings for the drives.

Purpose and Benefits

Security is a growing market concern and requirement. MegaRAID customers are looking for a comprehensive storage
encryption solution to protect data. You can use the SafeStore encryption service to help protect your data.

In addition, SafeStore local key management removes the administrator from most of the daily tasks of securing data,
thereby reducing user error and decreasing the risk of data loss. Also, SafeStore local key management supports
instant secure erase of drives that permanently removes data when repurposing or decommissioning drives. These
services provide a much more secure level of data erasure than other common erasure methods, such as overwriting
or degaussing.

Terminology

The following table describes the terminology related to the SafeStore encryption feature.

Table 19 Terminology Used in FDE

Option Description

Authenticated Mode The RAID configuration is keyed to a user password. The password must be provided on system boot
to authenticate the user and facilitate unlocking the configuration for user access to the encrypted
data.

Key backup You need to provide the controller with a lock key if the controller is replaced or if you choose to
migrate secure virtual disks. To do this task, you must back up the security key.

Password An optional authenticated mode is supported in which you must provide a password on each boot to
make sure the system boots only if the user is authenticated. Firmware uses the user password to
encrypt the security key.
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Workflow

Option Description

Re-provisioning Re-provisioning disables the security system of a device. For a controller, it involves destroying the
security key. For SafeStore encrypted drives, when the drive lock key is deleted, the drive is unlocked
and any user data on the drive is securely deleted. This situation does not apply to
controller-encrypted drives, because deleting the virtual disk destroys the encryption keys and
causes a secure erase. See Instant Secure Erase, for information about the instant secure erase
feature.

Security Key A key based on a user-provided string. The controller uses the security key to lock and unlock access
to the secure user data. If the security key is unavailable, user data is irretrievably lost. You must take
all precautions to never lose the security key.

Un-Authenticated Mode |This mode allows controller to boot and unlock access to user configuration without user
intervention.

Workflow

You can enable security on the controller. After you enable security, you have the option to create secure virtual drives
using a security key.

There are three procedures you can perform to create secure virtual drives using a security key:

m  Create the security key identifier
m  Create the security key
m  Create a password (optional)

Create the Security Key Identifier

The security key identifier appears when you enter the security key. If you have multiple security keys, the identifier
helps you determine which security key to enter. The controller provides a default identifier for you. You can use the
default setting or enter your own identifier.

Create the Security Key
You need to enter the security key to perform certain operations. You can choose a strong security key that the

controller suggests.
CAUTION If you forget the security key, you will lose access to your data.
Create a Password
The password provides additional security. The password must be different from the security key. You can select a
setting in the utilities so that you must enter the password whenever you boot your server.
CAUTION If you forget the password, you will lose access to your data.

When you use the specified security key identifier, security key, and password, security is enabled on the controller.

You can change the security settings on the controller, and you have the option to change the security key identifier,
security key, and password. If you have previously removed any secured drives, you still need to supply the old
security key to import them.
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You can perform three procedures to change the security settings on the controller:

m  Change the security key identifier
m  Change the security key
m  Change a password

See LS| MegaRAID SafeStore Encryption Services for the procedures used to change security options in the MegaRAID
Storage Manager software.

Change the Security Key Identifier

You have the option to edit the security key identifier. If you plan to change the security key, it is highly recommended
that you change the security key identifier. Otherwise, you will not be able to differentiate between the security keys.

You can select whether you want to keep the current security key identifier or enter a new one. To change the security
key identifier, enter a new security key identifier.

Change the Security Key

You can choose to keep the current security key or enter a new one. To change the security key, you can either enter
the new security key or accept the security key that the controller suggests.

Add or Change the Password

You have the option to add a password or change the existing one. To change the password, enter the new password.
To keep the existing password, enter the current password. If you choose this option, you must enter the password
whenever you boot your server.

This procedure updates the existing configuration on the controller to use the new security settings.

You can create a secure virtual drive and set its parameters as desired. To create a secure virtual drive, select a
configuration method. You can select either simple configuration or advanced configuration.

Simple Configuration

If you select simple configuration, select the redundancy type and drive security method to use for the drive group.

See Creating a Virtual Drive Using Simple Configuration, for the procedures used to select the redundancy type and
drive security method for a configuration.

Advanced Configuration

If you select advanced configuration, select the drive security method, and add the drives to the drive group.
See Creating a Virtual Drive Using Advanced Configuration, for the procedures used to import a foreign configuration.

After the drive group is secured, you cannot remove the security without deleting the virtual drives.

After you create a security key, you can run a scan for a foreign configuration and import a locked configuration. (You
can import unsecured or unlocked configurations when security is disabled.) A foreign configuration is a RAID
configuration that already exists on a replacement set of drives that you install in a computer system. WebBIOS
Configuration Utility and the MegaRAID Storage Manager software allows you to import the existing configuration to
the RAID controller or clear the configuration so you can create a new one.

See Importing or Clearing a Foreign Configuration, for the procedure in the MegaRAID Storage Manager software.
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Instant Secure Erase

To import a foreign configuration, you must first enable security to allow importation of locked foreign drives. If the
drives are locked and the controller security is disabled, you cannot import the foreign drives. Only unlocked drives
can be imported when security is disabled.

After you enable the security, you can import the locked drives. To import the locked drives, you must provide the
security key used to secure them. Verify whether any drives are left to import as the locked drives can use different
security keys. If there are any drives left, repeat the import process for the remaining drives. After all of the drives are
imported, there is no configuration to import.

Instant Secure Erase

Instant Secure Erase is a feature used to erase data from encrypted drives. After the initial investment for an encrypted
disk, there is no additional cost in dollars or time to erase data using the Instant Secure Erase feature.

You can change the encryption key for all MegaRAID RAID controllers that are connected to encrypted drives. All
encrypted drives, whether locked or unlocked, always have an encryption key. This key is set by the drive and is always
active. When the drive is unlocked, the data to host from the drive (on reads) and from the host to the drive cache (on
writes) is always provided. However, when resting on the drive platters, the data is always encrypted by the drive.

You might not want to lock your drives because you have to manage a password if they are locked. Even if you do not
lock the drives, there is still a benefit to using encrypted disks.

If you are concerned about data theft or other security issues, you might already invest in drive disposal costs, and
there are benefits to using SafeStore encryption over other technologies that exist today, both in terms of the security
provided and time saved.

If the encryption key on the drive changes, the drive cannot decrypt the data on the platters, effectively erasing the
data on the disks. The National Institute of Standards and Technology (http://www.nist.gov) values this type of data
erasure above secure erase and below physical destruction of the device.

Consider the following reasons for using instant secure erase.
To repurpose the hard drive for a different application

You might need to move the drive to another server to expand storage elsewhere, but the drive is in use. The data on
the drive might contain sensitive data including customer information that, if lost or divulged, could cause an
embarrassing disclosure of a security hole. You can use the instant secure erase feature to effectively erase the data so
that the drive can be moved to another server or area without concern that old data could be found.

To replace drives

If the amount of data has outgrown the storage system, and there is no room to expand capacity by adding drives,
you might choose to purchase upgrade drives. If the older drives support encryption, you can erase the data instantly
so the new drives can be used.

To return a disk for warranty activity

If the drive is beginning to show SMART predictive failure alerts, return the drive for replacement. If so, the drive must
be effectively erased if there is sensitive data. Occasionally a drive is in such bad condition that standard erasure
applications do not work. If the drive still allows any access, it might be possible to destroy the encryption key.

LSI Corporation
-46 -



MegaRAID SAS Software User Guide Chapter 4: WebBIOS Configuration Utility

August 2013

4.1

4.2

Overview

This chapter describes the WebBIOS configuration utility (CU), which enables you to create and manage RAID
configurations on LSI SAS controllers.

Overview

The WebBIOS configuration utility, unlike the MegaRAID Storage Manager software, resides in the SAS controller BIOS
and operates independently of the operating system.

You can use the WebBIOS configuration utility to perform the following tasks:

Create drive groups and virtual drives for storage configurations.

Display controller, drive, virtual drive, and battery backup unit (BBU) properties, and change parameters.
Delete virtual drives.

Migrate a storage configuration to a different RAID level.

Detect configuration mismatches.

Import a foreign configuration.

Scan devices connected to the controller.

Initialize virtual drives.

Check configurations for data consistency.

Create a CacheCade configuration.

The WebBIOS configuration utility provides a configuration wizard to guide you through the configuration of virtual
drives and drive groups.

Starting the WebBIOS Configuration Utility

To start the WebBIOS configuration utility, perform the following steps:

1.

When the host computer is booting, press and hold down the Ctrl key and press the H key when the following
text appears on the dialog:

Copyright® LSI Corporation Press <Ctrl><H> for WebBIOS
The Controller Selection dialog appears.

If the system has multiple SAS controllers, select a controller.

Click Start to continue.

The main WebBIOS Configuration Utility dialog appears.

NOTE On systems that do not have the PS2 port, you must enable port 60/64
emulation in the System BIOS to emulate USB as PS2. When this
option is disabled on this system, WebBIOS does not work.
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WebBIOS Configuration Utility Main Dialog Options

4.3

WebBIOS Configuration Utility Main Dialog Options

Figure 15 WebBIOS Configuration Utility Main Dialog
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In the right frame, the dialog shows the virtual drives configured on the controller, and the drives that are connected
to the controller. In addition, the dialog identifies drives that are foreign or missing.

NOTE In the list of virtual drives, the drive nodes are sorted based on the
order in which you added the drives to the drive group, rather than the
physical slot order that displays in the physical trees. The minimum
dialog resolution for WebBIOS is 640 x 480.

To toggle between the Physical view and the Logical view of the storage devices connected to the controller, click
Physical View or Logical View in the menu in the left frame. When the Logical View dialog appears, it shows the drive
groups that are configured on this controller.

NOTE Unconfigured Bad drives are only displayed in the Physical View.

For drives in an enclosure, the dialog shows the following drive information:

m  Enclosure

m  Slot

= Interface type (such as SAS or SATA)
m  Drive type (HDD or SSD)

m  Drive size

m  Drive status (such as Online or Unconfigured Good)
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The toolbar at the top of the WebBIOS configuration utility has the following buttons, as listed in the following table.

Table 20 WebBIOS Configuration Utililty Toolbar Icons

Description

Click this icon to return to the main dialog from any other WebBIOS
configuration utility dialog.

Click this icon to return to the previous dialog that you were viewing.

Click this icon to exit the WebBIOS configuration utility wizard.

Click this icon to turn off the sound on the onboard controller alarm.

SEEIRE

Click this icon to display information about the WebBIOS configuration utility
version, bus number, and device number.
a3

The following is a description of the options listed on the left frame of the WebBIOS configuration utility main dialog
(the hotkey shortcut for each option is shown in parentheses next to the option name):

Advanced Software Options (Alt+a): Select this option to enable the advanced features in the controller. For
more information, see Managing MegaRAID Advanced Software Options.

Controller Selection (Alt+c): Select this option to view the Controller Selection dialog, where you can select a
different SAS controller. You can also view information about the controller and the devices connected to it, or
create a new configuration on the controller.

Controller Properties (Alt+p): Select this option to view the properties of the currently selected SAS controller.
For more information, see Viewing Controller Properties.

Scan Devices (Alt+s): Select this option to have the WebBIOS configuration utility re-scan the physical and virtual
drives for any changes in the drive status or the physical configuration. The WebBIOS configuration utility displays
the results of the scan in the physical and virtual drive descriptions.

Virtual Drives (Alt+v): Select this option to view the Virtual Drives dialog, where you can change and view
virtual drive properties, delete virtual drives, initialize drives, and perform other tasks. For more information, see
Viewing Virtual Drive Properties, Policies, and Operations.

Drives (Alt+d): Select this option to view the Drives dialog, where you can view drive properties, create hot
spares, and perform other tasks. For more information, see Viewing Drive Properties.

Configuration Wizard (Alt+o): Select this option to start the Configuration Wizard and create a new storage
configuration, clear a configuration, or add a configuration. For more information, see Creating a Storage
Configuration.

Logical View/Physical View (Alt+] for the Logical view; Alt+h for the Physical view): Select this option to toggle
between the Physical View dialog and the Logical View dialog.

Events (Alt+e): Select this option to view system events in the Event Information dialog. For more information,
see Viewing System Event Information.

Exit (Alt+x): Select this option to exit the WebBIOS configuration utility and continue with system boot.
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4.4 Managing Software Licensing
The MegaRAID advanced software offers the software license key feature to enable the advanced options in WebBIOS.
The license key, also known as the Activation key is used to transfer the advanced features from one controller to
another by configuring the Key Vault.
You need to configure the Advanced Software Options menu present in the WebBIOS main dialog to use the
advanced features present in the controller.
4.4.1 Managing MegaRAID Advanced Software Options

Perform the following steps to configure the Advanced Software Options wizard to enable the advanced options
using the activation key.

1. Click Advanced Software Options menu on the WebBIOS main dialog.
The Advanced Software Options wizard appears, as shown in the following figure.

Figure 16 Manage MegaRAID Advanced Software Options Wizard
MegaRAID BIOS Config Utility Manage MegaRAID Advanced Sof tware Opt

Advanced Software Options

(= STh Unlimited
MegaRAID CacheCade Unlimited
MegaRAID SafeStore Unlimited
MegaRAID RAIDG 3 Unlimited

NOTE When you click the Advanced Software Options menu in the main
WeDbBIOS dialog, if re-hosting is not required, the Manage MegaRAID
Advanced Software Options dialog appears; otherwise, if the user
decides to opt for the re-hosting process, the Confirm Re-hosting
Process dialog appears.
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The Activated Advanced Software Options field consists of Advanced Software Options, License, and Mode
columns.

— The Advanced Software Options column displays the list of advanced software features available in the
controller.

— The License column displays the license details for the list of advanced software options present in the
Advanced Software Options column. The license details validates if the software is under trial period, or if it
can be used without any trial period (Unlimited).

— The Mode column displays the current status of the advanced software. The current status can be Secured,
Not secured, or Factory installed.

Both the Safe ID and the Serial Number fields consist of a pre-defined value internally generated by the
controller.

2. Click Activate.
The Advanced Software Options Summary Wizard appears.
3. Click Configure Key Vault.
The Confirm Re-hosting Process Dialog appears.
The Configure Key Vault button is conditional, and appears in two scenarios.
— Scenario 1

When features have been transferred from NVRAM to key vault, and no re-hosting is required, the Configure
Key Vault button is not displayed.

— Scenario 2
When the re-hosting process needs to be completed, the Configure Key Vault button appears.

When the activation key is improper in the Activation field in the Advanced Software Options wizard, the
following messages appear.

— Scenario 1
If you enter an invalid activation key, the following message appears.

Figure 17 Invalid Activation Key Message

tuegaRAID BIOS Config Utility Invalid Activation Keuy

1|I.5I::::

Harning
The Activation Key entered is invalid. Flease enter a valid Activation ey to proceed.

— Scenario 2
If you leave the activation key field blank or enter space characters, the following message appears.
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Figure 18 Cannot Activate Advanced Software Options Message
niegaRalD BIOS Config Utility Cannot Activate Advanced Sof tuare Options slg,
: ke

Harning
The Activation Key field is left blank or contains space characters. In order to
activate Advanced Sof tware Option you must enter the correct Activation Key.

Eﬂ

— Scenario 3
If you enter an incorrect activation key, and if there is a mismatch between the activation key and the

controller, the following message appears.

Figure 19 Activation Key Mismatch Message
HegaRAID BIOS Config Utility Activation Key Hismatch

#
5131

Warning 1
The fAictivation Key entered does not match with the controller.
Flease re-enter the correct Activation Key to proceed.

[Zx]

If you are using an existing activated key, the features are transferred to the key vault, and the message appears as
shown in the following figure.

Figure 20 Reusing the Activation Key

MegaRAlD BIOS Config Utility Advanced Sof tware Options Already Activated i whe
S i ] L B

Harning
All of the Advanced Sof tware Options from this key have already been activated.
The Activation Keys are secured in the key vault.

When you click Activate in Manage MegaRAID Advanced Software Options dialog, the Advanced Software
Options Summary wizard appears, as shown in the following figure.
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Figure 21 Advanced Software Options Summary Wizard
MegaRAID BIOS Config Utility Manage Advanced Sof tuare Options Summary SI;"{
| (]
|
| Review the summary and go back if you need to make corrections.
Advanced Software Options Former Status
X AJD R
HegaRAID CacheCade Pro 2.0 Disabled
MegaRAID SafeStore Enabled Enabled
MegaRAID RAIDG Enabled Enabled
MegaRAID RAIDS Enabled Enabled
X Cancel | 4m Back | § Finish
The Summary field displays the list of the advanced software options along with their former status and new status in
the controller.
= The Advanced Software Options column displays the currently available software in the controller.
= The Former Status column displays the status of the available advanced software before entering the activation
m  The New Status column displays the status of the available advanced software, after entering the activation key.
4.4.4 Activating an Unlimited Key Over a Trial Key

When you activate an unlimited key over a trial key, the Review the summary and go back if you need
to make corrections message appears,as shown in the following figure.
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Figure 22 Activating an Unlimited Key over a Trial Key

nfig Utility Manage Advanced Sof tuar Summary

Review the summary and go back if you need to make corrections.

software Options Former Status

MegaRAID CacheCade Pro 2.0 Disabled Enabled
MegaRAID SafeStore Enabled Enabled
MegaRAID RAIDG Enabled Enabled
MegaRAID RAIDS Enabled Enabled

44,5 Activating a Trial Software

When you activate a trial software, the This trial software expires in 30 days message appears, as
shown in the following figure.

Figure 23 Activating a Trial Software Application
MegaRAID BIOS Config Utility Manage Advanced Sof tuare Options Summary

Review the summary and go back if you need to make corrections.

This trial software expires in 30 days.

Advanced Software Options Former Status

Hega acheCade Pro sable n
MegaRAID SafeStore Enabled Enabled
MegaRAID RAIDG Enabled Enabled
MegaRAID RAIDS Enabled Enabled

"X Canicel] | 4w Back | § Finish |

4.4.6 Activating an Unlimited Key

When you activate an unlimited key, the Review the summary and go back if you need to make
corrections message appears, as shown in the following figure.
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Figure 24 Activating an Unlimited Key
nfig Utility Manage Advanced Sof tware Options Summary

Review the summary and go back if you need to make corrections.

software Options Former Status

AID I 1
MegaRAID CacheCade Pro 2.0 Disabled
MegaRAID SafeStore Enabled Enabled
MegaRAID RAIDG Enabled Enabled
MegaRAID RAIDS Enabled Enabled

4.4.7 Securing MR Advanced SW

If the advanced software is not secured, when you click the Configure Key Vault button in the Advanced Software
Options wizard, the WebBIOS Secure MegaRAID Advanced Software Options dialog box appears, as shown in the
following figure.
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Figure 25 Secure Advanced Software Options

MiegaRAID BIOS Config Utility

you have any unuse ivation k ‘2 sure you
All non—activ activation
operation.
ddvanced Sof tware Options:
HegaRAID Recovery
MegaRAID FastPath
HeqgaRAID SafeStore

Do you want to secure thes

4.4.8

Confirm Re-hosting Process

The confirming re-hosting process involves the process of transferring or re-hosting the advanced software features
from one controller to another.

When you need to transfer the features from one controller (example, controller 1) to another controller (example,
controller 2) and in the controller 2 NVRAM,, if there are some features that need to be transferred to key vault, the
Confirm Re-hosting Process dialog appears as shown in the following figure.

Perform the following steps to confirm the re-hosting process.

1. Click the Configure Key Vault button in the Advanced Software Options wizard.
The Confirm Re-hosting Process wizard appears as shown in the following figure.
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Figure 26 Confirm Re-hosting Process Dialog

ie-hosting Fro

2. Select the l acknowledge that | have completed the re-hosting process in the LS| Advanced Software
License Management Portal check box.

3. Click Next.
The Manage Advanced Software Options Summary dialog appears as shown in Figure 21 on page 53.

4.4.9 Re-hosting Process Complete

In a scenario where only key vault feature needs to be transferred from controller 1 to controller 2, the Re-hosting
Process Complete dialog appears as shown in the following figure.
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Figure 27 Re-hosting Process Complete Dialog

puiegaRAlD BIOS Config Utility Re-Hosting Proces

4.5

Select the I acknowledge that | have completed the re-hosting process in the LS| Advanced Software
License Management Portal check box.

Click Next.
The Manage MegaRAID Advanced Software Options wizard appears.
The rehosting process is completed.

NOTE If you click Next in the Re-hosting Process Complete dialog, if
re-hosting is not complete, the features are not copied into the key
vault, and the features remain in the key vault itself, but you can still
use the advanced features.

Creating a Storage Configuration

This section explains how to use the WebBIOS configuration utility Configuration wizard to configure RAID drive
groups and virtual drives to create storage configurations.

Follow these steps to start the Configuration wizard, and select a configuration option and mode:

1.

Click Configuration Wizard on the WebBIOS main dialog.
The first Configuration Wizard dialog appears.
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Figure 28 WebBIOS Configuration Wizard Dialog
AID B g LItilit figuration

2. Select a configuration option.

ATTENTION If you choose the first or second option, all existing data in the
configuration will be deleted. Make a backup copy of any data that you
want to keep before you choose an option.

— Clear Configuration: Clears the existing configuration.
— New Configuration: Clears the existing configuration and lets you create a new configuration.

— Add Configuration: Retains the existing storage configuration and adds new drives to it (this option does
not cause any data loss).

3. Click Next.
A dialog box warns that you will lose data if you select Clear Configuration or New Configuration.
4, Click Next.

The WebBIOS Configuration Method dialog appears.
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5.

Select a configuration mode:

— Manual Configuration: Allows you to control all attributes of the new storage configuration as you create
drive groups and virtual drives, and set their parameters.

— Automatic Configuration: Automatically creates an optimal RAID configuration.

If you select Automatic Configuration, you can choose whether to create a redundant RAID drive group or a
non-redundant RAID 0 drive group. Select one of the following options in the Redundancy drop-down list:

— Redundancy when possible
— Noredundancy

If you select Automatic Configuration, you can choose whether to use a drive security method. Select one of the
following options in the Drive Security Method drop-down list:

— No Encryption
— Full Disk Encryption

6. Click Next to continue.

If you select the Automatic Configuration radio button, continue with Using Automatic Configuration. If you select
Manual Configuration, continue with Using Manual Configuration.
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4.5.2.1

Creating a Storage Configuration

Follow these instructions to create a configuration with automatic configuration, either with or without redundancy:

1.

When WebBIOS displays the proposed new configuration, review the information on the dialog, and click Accept
to acceptit. (Or click Back to go back and change the configuration.)

— RAID 0: If you select Automatic Configuration and No Redundancy, WebBIOS creates a RAID 0
configuration.

— RAID 1: If you select Automatic Configuration and Redundancy when possible, and only two drives are
available, WebBIOS creates a RAID 1 configuration.

— RAID 5: If you select Automatic Configuration and Redundancy when possible, and three or more drives
are available, WebBIOS creates a RAID 5 configuration.

— RAID 6: If you select Automatic Configuration and Redundancy when possible, and the RAID 6 option is
enabled, and three or more drives are available, WebBIOS creates a RAID 6 configuration.

Click Yes when you are prompted to save the configuration.
Click Yes when you are prompted to initialize the new virtual drives.
WebBIOS configuration utility begins a background initialization of the virtual drives.

New RAID 5 virtual drives and new RAID 6 virtual drives require a minimum number of drives for a background
initialization to start. If there are fewer drives, the background initialization will not start. The following number of
drives is required:

— New RAID 5 virtual drives must have at least five drives for a background initialization to start.

— New RAID 6 virtual drives must have at least seven drives for a background initialization to start.

This section contains the procedures for creating RAID drive groups for RAID levels 0, 1, 5, 6, 00, 10, 50, and 60.

The following procedures include setting virtual drive options. These options are explained in the following Section,
Virtual Drive Options, which appears before the manual configuration procedures.

Virtual Drive Options

This section explains the virtual drive options that are set using the manual procedures for creating RAID drive groups
for RAID levels 0, 1, 5, 6, 00, 10, 50, and 60.

RAID Level: The drop-down list shows the possible RAID levels for the virtual drive.
— RAID 0: Select this option for RAID 0.

— RAID 1: Select this option for RAID 1.

— RAID 5: Select this option for RAID 5.

— RAID 6: Select this option for RAID 6.

— RAID 00: Select this option for RAID 00.

— RAID 10: Select this option for RAID 10.

— RAID 50: Select this option for RAID 50.

— RAID 60: Select this option for RAID 60.

Strip Size: The strip size is the portion of a stripe that resides on a single drive in the drive group. The stripe
consists of the data segments that the RAID controller writes across multiple drives, not including parity drives.
For example, consider a stripe that contains 64 KB of drive space and has 16 KB of data residing on each drive in
the stripe. In this case, the stripe size is 64 KB, and the strip size is 16 KB. You can set the strip size to 8 KB, 16 KB,
32 KB, 64 KB, 128 KB, 256 KB, 512 KB, and 1024 KB. A larger strip size produces higher read performance. If your
computer regularly performs random read requests, choose a smaller strip size. The default is 64 KB.
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NOTE WeDbBIOS does not allow you to select 8 KB as the strip size when you
create a RAID 6 drive group with three drives or a RAID 60 drive group
with six drives.

m  Access Policy: Select the type of data access that is allowed for this virtual drive.

— RW: Allow read/write access. This is the default.

— Read Only: Allow read-only access.

— Blocked: Do not allow access.

m  Read Policy: Specify the read policy for this virtual drive.

— No Read Ahead: This option disables the read ahead capability. This option is the default.

— Always Read Ahead: This option enables read ahead capability, which allows the controller to read
sequentially ahead of requested data and to store the additional data in cache memory, anticipating that the
data will be needed soon. This option speeds up reads for sequential data, but there is little improvement
when accessing random data.

m  Write Policy: Specify the write policy for this virtual drive.

— Always Write Back: In Write back mode, the controller sends a data transfer completion signal to the host
when the controller cache has received all of the data in a transaction. This setting is recommended in
Standard mode.

— Write Through: In Write through mode, the controller sends a data transfer completion signal to the host
when the drive subsystem has received all of the data in a transaction. This option is the default setting.

— Write Back with BBU: Select this mode if you want the controller to use Write back mode but the controller
has no BBU or the BBU is bad. If you do not choose this option, the controller firmware automatically switches
to Write through mode if it detects a bad or missing BBU.

NOTE Write back mode can be used with or without a BBU. Use either a
battery to protect the controller cache, or an uninterruptible power
supply (UPS) to protect the entire system. If you do not use a battery
or a UPS, and a power failure occurs, you risk losing the data in the
controller cache.

m |0 Policy: The IO policy applies to reads on a specific virtual drive. It does not affect the read ahead cache.

— Direct:In Direct I/0 mode, reads are not buffered in cache memory. Data is transferred to the cache and the
host concurrently. If the same data block is read again, it comes from cache memory. This option is the
default setting.

— Cached: In Cached I/0 mode, all reads are buffered in cache memory.
= Drive Cache: Specify the drive cache policy.

— Enable: Enable the drive cache.

— Disable: Disable the drive cache. This option is the default setting.

— Unchanged: Leave the current drive cache policy as is.
= Disable BGI: Specify the Background Initialization (BGI) status.

— No: Leave background initialization enabled, which means that a new configuration can be initialized in the
background while you use WebBIOS to perform other configuration tasks. This option is the default setting.

— Yes: Select Yes if you do not want to allow background initialization for configurations on this controller.

NOTE New RAID 5 virtual drives require at least five drives for a background
initialization to start. New RAID 6 virtual drives require at least seven
drives for a background initialization to start.
m  Select Size: Specify the size of the virtual drive in MB, GB, or TB. Usually, this is the full size for RAID 0, RAID1, RAID
5, RAID 6, RAID 00, RAID 10, RAID 50, or RAID 60 shown in the Configuration panel on the right. You can specify a
smaller size if you want to create other virtual drives on the same drive group.

m  Update Size: Click Update Size to update the Select size value for the selected RAID levels.

LSI Corporation
-62-



MegaRAID SAS Software User Guide Chapter 4: WebBIOS Configuration Utility

August 2013 Creating a Storage Configuration
= Provide Shared Access: Select this option if you want the virtual drive to be shared between the serversin a
cluster. By default, drives are shared. This option appears only if the controller supports High Availability DAS.
4,5.2.2 Using Manual Configuration: RAID 0

RAID 0 provides drive striping across all drives in the RAID drive group. RAID 0 does not provide any data redundancy
but does offer excellent performance. RAID 0 is ideal for applications that require high bandwidth but do not require
fault tolerance. RAID 0 also denotes an independent or single drive.

NOTE RAID level 0 is not fault-tolerant. If a drive in a RAID 0 drive group fails,
the whole virtual drive (all drives associated with the virtual drive) fails.

When you select Manual Configuration and click Next, the Drive Group Definition dialog appears. Use this dialog
to select drives to create drive groups.

1. Press and hold the Ctrl key while selecting two or more unconfigured good drives in the Drives panel on the left
until you have selected all desired drives for the drive group.

2. Click Add To Array to move the drives to a proposed drive group configuration in the Drive Groups panel on the
right, as shown in the following figure.

If you need to undo the changes, select the drive and click Reclaim.
3. Choose whether to use drive encryption.

Figure 30 Drive Group Definition Dialog
PiiegaRAID BIOS Config Utility Config Wizard - Drive Group Definition

Drives
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| Yl Enclosure: HD1200(20), Slot:3, SAS,

. After you finish selecting drives for the drive group, click Accept DG.
5. Click Next.
The Span Definition dialog appears. This dialog shows the drive group holes that you can select to add to a span.

6. Under the Array With Free Space frame, select a drive group, and click Add to SPAN.

The drive group you select appears in the right frame under Span.
7. Click Next.

The Virtual Drive Definition dialog appears, as shown in the following figure. This dialog lists the possible RAID
levels for the drive group.

8. Use this dialog to select the RAID level, strip size, read policy, and other attributes for the new virtual drives.

LSI Corporation
-63-



MegaRAID SAS Software User Guide
August 2013

Chapter 4: WebBIOS Configuration Utility
Creating a Storage Configuration

Figure 31 Virtual Drive Definition
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9. Change the virtual drive options from the defaults listed on the dialog as needed.

NOTE

For specific information about virtual drive options, see Virtual Drive

Options. The Provide Shared Access check box appears only if the
controller supports High Availability DAS.

10. Click Accept to accept the changes to the virtual drive definition.

A confirmation dialog appears.

11. To confirm your changes, click Yes. Otherwise, to undo the changes, select the virtual drive and click Reclaim.

12. Click Next after you finish defining the virtual drives.

The Configuration Preview dialog appears, as shown in the following figure.
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Figure 32 RAID 0 Configuration Preview Dialog
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13. Check the information in the Configuration Preview dialog.

14. If the virtual drive configuration is acceptable, click Accept to save the configuration. Otherwise, click Back to
return to the previous dialogs and change the configuration.

15. If you accept the configuration, click Yes at the prompt to save the configuration.
Another confirmation for initialization appears.

16. Click No to view the WebBIOS main menu. Otherwise, click Yes and the initialization process takes place, and the
WebBIOS Config Utility Virtual Drive dialog appears.

4.5.2.3 Using Manual Configuration: RAID 1

In RAID 1, the RAID controller duplicates all data from one drive to a second drive. RAID 1 provides complete data
redundancy, but at the cost of doubling the required data storage capacity. It is appropriate for small databases or any
other environment that requires fault tolerance but small capacity.

When you select Manual Configuration and click Next, the Drive Group Definition dialog appears. Use this dialog
to select drives to create drive groups.

1. Press and hold the Ctrl key while you select at least two unconfigured good drives in the Drives panel on the left.
You must select an even number of drives.

2. Click Add To Array to move the drives to a proposed drive group configuration in the Drive Groups panel on the
right, as shown in the following figure.

If you need to undo the changes, select the drive and click Reclaim.
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Choose whether to use drive encryption.

NOTE A RAID 1 virtual drive can contain up to 16 drive groups and 32 drives
in a single span. (Other factors, such as the type of controller, can limit
the number of drives.) You must use two drives in each RAID 1 drive
group in the span.

After you finish selecting drives for the drive group, click Accept DG.
Click Next.

The Span Definition dialog appears. This dialog shows the drive group holes that you can select to add to a span.
You use this dialog to select the RAID level, strip size, read policy, and other attributes for the new virtual drives.

Under the Array With Free Space frame, select a drive group, and click Add to SPAN
The drive group you select appears in the right frame under Span.

Click Next. The Virtual Drive Definition dialog appears.

Change the virtual drive options from the defaults listed on the dialog as needed.

NOTE For specific information about virtual drive options, see Virtual Drive
Options.

Click Accept to accept the changes to the virtual drive definition.

A confirmation dialog appears.

To confirm your changes, click Yes. Otherwise, to undo the changes, select the virtual drive and click Reclaim.
Click Next after you finish defining the virtual drives.

The Configuration Preview dialog appears, as shown in the following figure.
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Figure 33 RAID 1 Configuration Preview Dialog
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12. Check the information in the Configuration Preview dialog.

13. If the virtual drive configuration is acceptable, click Accept to save the configuration. Otherwise, click Back to
return to the previous dialogs and change the configuration.

14. If you accept the configuration, click Yes at the prompt to save the configuration.
Another confirmation for initialization appears.

15. Click No to view the WebBIOS main menu. Otherwise, click Yes and the initialization process takes place, and the
WebBIOS Config Utility Virtual Drive dialog appears.

4.5.2.4 Using Manual Configuration: RAID 5

RAID 5 uses drive striping at the block level and parity. In RAID 5, the parity information is written to all drives. It is best
suited for networks that perform a lot of small input/output (I/0) transactions simultaneously. RAID 5 provides data

redundancy, high read rates, and good performance in most environments. It also provides redundancy with lowest
loss of capacity.

RAID 5 provides high data throughput. RAID 5 is useful for transaction processing applications because each drive can
read and write independently. If a drive fails, the RAID controller uses the parity drive to re-create all missing
information. You can use RAID 5 for office automation and online customer service that require fault tolerance.

In addition, RAID 5 is good for any application that has high read request rates but low write request rates.
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When you select Manual Configuration and click Next, the Drive Group Definition dialog appears. You use this
dialog to select drives to create drive groups.

1.

10.

11.
12.

Press and hold the Ctrl key while you select at least three unconfigured good drives in the Drives panel on the
left.

Click Add To Array to move the drives to a proposed drive group configuration in the Drive Groups panel on the
right, as shown in the following figure.

If you need to undo the changes, select the drive and click Reclaim.

Choose whether to use drive encryption.

After you finish selecting drives for the drive group, click Accept DG.

Click Next

The Span Definition dialog appears. This dialog shows the drive group holes that you can select to add to a span.
Under the Array With Free Space frame, select a drive group, and click Add to SPAN.

The drive group you select appears in the right frame under Span.

Click Next.

The Virtual Drive Definition dialog appears.

Use this dialog to select the RAID level, strip size, read policy, and other attributes for the new virtual drives.
Change the virtual drive options from the defaults listed on the dialog as needed.

NOTE For specific information about virtual drive options, see Virtual Drive
Options.

Click Accept to accept the changes to the virtual drive definition.

A confirmation dialog appears.

To confirm your changes, click Yes. Otherwise, to undo the changes, select the virtual drive and click Reclaim.
Click Next after you finish defining the virtual drives.

The Configuration Preview dialog appears, as shown in the following figure.
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Figure 34 RAID 5 Configuration Preview Dialog
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13. Check the information in the Configuration Preview dialog.

14. If the virtual drive configuration is acceptable, click Accept to save the configuration. Otherwise, click Cancel to
end the operation dialogs and return to the WebBIOS main menu, or click Back to return to the previous dialogs
and change the configuration.

15. If you accept the configuration, click Yes at the prompt to save the configuration.
Another confirmation for initialization appears.

16. Click No to view the WebBIOS main menu. Otherwise, click Yes and the initialization process takes place, and the
WebBIOS Config Utility Virtual Drive dialog appears.

Using Manual Configuration: RAID 6

RAID 6 is similar to RAID 5 (drive striping and distributed parity), except that instead of one parity block per stripe,
there are two. With two independent parity blocks, RAID 6 can survive the loss of any two drives in a virtual drive
without losing data. Use RAID 6 for data that requires a very high level of protection from loss.

RAID 6 is best suited for networks that perform a lot of small input/output (I/O) transactions simultaneously. It
provides data redundancy, high read rates, and good performance in most environments.

In the case of a failure of one drive or two drives in a virtual drive, the RAID controller uses the parity blocks to recreate
all of the missing information. If two drives in a RAID 6 virtual drive fail, two drive rebuilds are required, one for each

drive. These rebuilds do not occur at the same time. The controller rebuilds one failed drive, and then the other failed
drive.
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NOTE Integrated MegaRAID displays new drives as Just a Bunch of Disks
(JBOD). For MegaRAID, unless the inserted drive contains valid DDF
metadata, new drives display as JBOD. Rebuilds start only on
Unconfigured Good drives, so you have to change the new drive state
from JBOD to Unconfigured Good to start a rebuild.

When you select Manual Configuration, and click Next, the Drive Group Definition dialog appears. You use this
dialog to select drives to create drive groups.

1. Press and hold the Ctrl key while you select at least three unconfigured good drives in the Drives panel on the
left.

2. Click Add To Array to move the drives to a proposed drive group configuration in the Drive Groups panel on the
right, as shown in the following figure.

If you need to undo the changes, select the drive and click Reclaim.
3. Choose whether to use drive encryption.
The drop-down list in the Encryption field lists the options.
. After you finish selecting drives for the drive group, click Accept DG for each drive.
5. Click Next
The Span Definition dialog appears. This dialog shows the drive group holes that you can select to add to a span.
6. Under the Array With Free Space frame, select a drive group, and click Add to SPAN.
The drive group you select appears in the right frame under Span.
7. Click Next.
The Virtual Drive Definition dialog appears.
8. Change the virtual drive options from the defaults listed on the dialog as needed.

NOTE For specific information about virtual drive options, see Virtual Drive
Options.

9. Click Accept to accept the changes to the virtual drive definition.

A confirmation dialog appears.
10. To confirm your changes, click Yes. Otherwise, to undo the changes, select the virtual drive and click Reclaim.
11. Click Next after you finish defining the virtual drives.

The Configuration Preview dialog appears, as shown in the following figure.
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Figure 35 RAID 6 Configuration Preview Dialog
MiiegaRAID BIOS Config Utility Config Wizard — Preview
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12. Check the information in the Configuration Preview dialog.

13. If the virtual drive configuration is acceptable, click Accept to save the configuration. Otherwise, click Back to
return to the previous dialogs and change the configuration.

14. If you accept the configuration, click Yes at the prompt to save the configuration.
Another confirmation for initialization appears.
15. Click No to view the WebBIOS main menu. Otherwise, click Yes and the initialization process takes place, and the

WebBIOS Config Utility Virtual Drive dialog appears.
4.5.2.6 Using Manual Configuration: RAID 00

A RAID 00 drive group is a spanned drive group that creates a striped set from a series of RAID 0 drive groups. It breaks
up data into smaller blocks and then stripes the blocks of data to RAID 00 drive groups. The size of each block is
determined by the stripe size parameter, which is 64 KB.

RAID 00 does not provide any data redundancy but does offer excellent performance. RAID 00 is ideal for applications
that require high bandwidth but do not require fault tolerance.

When you select Manual Configuration and click Next, the Drive Group Definition dialog appears.
You use the Drive Group Definition dialog to select drives to create drive groups.

1. Press and hold the Ctrl key while you select unconfigured good drives in the Drives panel on the left.

2. Click Add To Array to move the drives to a proposed drive group configuration in the Drive Groups panel on the
right.
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6.
7.

If you need to undo the changes, select the drive and click Reclaim.
Click Accept DG to create a first drive group.
An icon for the next drive group appears in the right panel.

Press and hold the Ctrl key while you select the same number of unconfigured good drives in the Drives panel
(that were selected for the first drive group) to create a second drive group.

Click Add To Array to move the drives to a second drive group configuration in the Drive Groups panel, as
shown in the following figure.

If you need to undo the changes, select the drive and click Reclaim.

NOTE RAID 00 supports a maximum of eight spans, with a maximum of 32
drives per span. (Other factors, such as the type of controller, can limit
the number of drives.)

Choose whether to use drive encryption.
Click Accept DG to create a second drive group.
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Drives Drive Groups
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Repeat step 1 through step 5 until you have created all the required drive groups.
Click Next.

The Span Definition dialog appears, as shown in the following figure. This dialog shows the drive group holes
that you can select to add to a span.
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Figure 37 Span Definition Dialog
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10. Under the Array With Free Space frame, select a drive group, and then click Add to SPAN.

The drive group you select appears in the right frame under Span.
11. Repeat the previous steps until you have selected all of the drive groups that you want.
12. Click Next.

The Virtual Drive Definition dialog appears.
13. Change the virtual drive options from the defaults listed on the dialog as needed.

NOTE For specific information about virtual drive options, see Virtual Drive
Options.

14. Click Accept to accept the changes to the virtual drive definition.

A confirmation dialog appears.
15. To confirm your changes, click Yes. Otherwise, to undo the changes, select the virtual drive and click Reclaim.
16. After you finish defining the virtual drives, click Next.

The Configuration Preview dialog appears, as shown in the following figure.
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4.5.2.7
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17. Check the information in the Configuration Preview dialog.

Figure 38 RAID 00 Configuration Preview Dialog
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18. If the virtual drive configuration is acceptable, click Accept to save the configuration. Otherwise, click Cancel to
end the operation and return to the WebBIOS main menu, or click Back to return to the previous dialogs and

change the configuration.

19. If you accept the configuration, click Yes at the prompt to save the configuration.

Another confirmation for initialization appears.

20. Click No to view the WebBIOS main menu. Otherwise, click Yes and the initialization process takes place, and the

WebBIOS Config Utility Virtual Drive dialog appears.

Using Manual Configuration: RAID 10

RAID 10, a combination of RAID 1 and RAID 0, has mirrored drives. It breaks up data into smaller blocks, then stripes
the blocks of data to each RAID 1 drive group. Each RAID 1 drive group then duplicates its data to its other drive. The
size of each block is determined by the stripe size parameter, which is 64 KB. RAID 10 can sustain one drive failure in

each drive group while maintaining data integrity.

RAID 10 provides both high data transfer rates and complete data redundancy. It works best for data storage that
must have 100 percent redundancy of RAID 1 (mirrored drive groups) and that also needs the enhanced I/0
performance of RAID 0 (striped drive groups); it works well for medium-sized databases or any environment that
requires a higher degree of fault tolerance and moderate to medium capacity.

When you select Manual Configuration and click Next, the Drive Group Definition dialog appears.
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You use the Drive Group Definition dialog to select drives to create drive groups.

Press and hold the Ctrl key while selecting two unconfigured good drives in the Drives panel on the left.

2. Click Add To Array to move the drives to a proposed two-drive group configuration in the Drive Groups panel
on the right.

If you need to undo the changes, select the drive and click Reclaim.
3. Click Accept DG to create a first drive group.

An icon for the next drive group appears in the right panel.

Click the icon for the next drive group to select it.

5. Press and hold the Ctrl key while selecting same number of unconfigured good drives in the Drives panel to
create a second RAID 1 drive group with two drives.

6. Click Add To Array to move the drives to a second drive group configuration in the Drive Groups panel, as
shown in the following figure.

If you need to undo the changes, select the drive and click Reclaim.
7. Choose whether to use drive encryption.

NOTE RAID 10 supports a maximum of eight spans, with a maximum of 32
drives per span. (Other factors, such as the type of controller, can limit
the number of drives.) You must use an even number of drives in each
RAID 10 drive group in the span.

Figure 39 Drive Group Definition Dialog
wegaRALD BIOS Config Utility Config Wizard — Drive Group Definition
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8. Repeat step 1 through step 6 until you have created all the required drive groups.
9. (lick Next.

The Span Definition dialog appears, as shown in the following figure. This dialog displays the drive group holes
you can select to add to a span.
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Figure 40 Span Definition Dialog

PhiegaRAID BIDS Config Utility Config Wizard — Span Definition

10. Under the Array With Free Spacecolumn, select a drive and click Add to SPAN.

The drive group you select displays in the right frame under the heading Span.
11. Select another drive group and click Add to SPAN.

If there are additional drive groups with two drives each, you can add them to the Span.
12. Click Next.

The Virtual Drive Definition dialog appears.

NOTE The WebBIOS Configuration Utility shows the maximum available
capacity while creating the RAID 10 drive group. In version 1.03 of the
utility, the maximum size of the RAID 10 drive group is the sum total of
the two RAID 1 drive groups. In version 1.1, the maximum size is the
size of the smaller drive group multiplied by 2.

13. Change the virtual drive options from the defaults listed on the dialog as needed.

NOTE For specific information about virtual drive options, see Virtual Drive
Options.

14. Click Accept to accept the changes to the virtual drive definition.

A confirmation dialog appears.
15. To confirm your changes, click Yes. Otherwise, to undo the changes, select the virtual drive and click Reclaim.
16. After you finish defining the virtual drives, click Next.
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The Configuration Preview dialog appears, as shown in the following figure.

Figure 41 RAID 10 Configuration Preview Dialog
gaRAID BIOS Config Utility Config Uizard — Preview
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17. Check the information in the Configuration Preview dialog.

18. If the virtual drive configuration is acceptable, click Accept to save the configuration. Otherwise, click Cancel to
end the operation and return to the WebBIOS main menu, or click Back to return to the previous dialogs and
change the configuration.

19. If you accept the configuration, click Yes at the prompt to save the configuration.

Another confirmation for initialization appears.

20. Click No to view the WebBIOS main menu. Otherwise, click Yes and the initialization process takes place, and the
WebBIOS Config Utility Virtual Drive dialog appears.

4.5.2.8 Using Manual Configuration: RAID 50

RAID 50 provides the features of both RAID 0 and RAID 5. RAID 50 uses both distributed parity and drive striping
across multiple drive groups. It provides high data throughput, data redundancy, and very good performance. It is
best implemented on two RAID 5 drive groups with data striped across both drive groups. Though multiple drive
failures can be tolerated, only one drive failure can be tolerated in each RAID 5 level drive group.

RAID 50 is appropriate when used with data that requires high reliability, high request rates, high data transfer, and
medium-to-large capacity.
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When you select Manual Configuration and click Next, the Drive Group Definition dialog appears. You use this
dialog to select drives to create drive group.
Press and hold the Ctrl key while selecting at least three unconfigured good drives in the Drivespanel on the left.
2. Click Add To Array to move the drives to a proposed drive group configuration in the Drive Groups panel on the
right.
If you need to undo the changes, select the drive and click Reclaim.
3. Click Accept DG to create a first drive group.
An icon for a second drive group appears in the right panel.

4. Press and hold the Ctrl key while selecting the same number of unconfigured good drives in the Drives panel
(that were selected for the first drive group) to create a second drive group.

5. Click Add To Array to move the drives to a proposed drive group configuration in the Drive Groups panel on the
right, as shown in the following figure.

If you need to undo the changes, select the drive and click Reclaim.
Choose whether to use drive encryption.
7. Repeat step 1 though step 5 until you have created all the required drive groups.
After you finish selecting drives for the drive groups, select each drive group and click Accept DG for each drive
group.
9. Click Next.

The Span Definition dialog appears, as shown in the following figure. This dialog displays the drive group holes
you can select to add to a span.
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Figure 42 Span Definition Dialog
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10. Under the Array With Free Space column, select a drive group of three or more drives and click Add to SPAN.
The drive group you select displays in the right frame under the heading Span.

11. Select another drive group and click Add to SPAN.
If there are additional drive groups with three drives each, you can add them to the span.

12. Click Next.
The Virtual Drive Definition dialog appears.

13. Change the virtual drive options from the defaults listed on the dialog as needed.

NOTE For specific information about virtual drive options, see Virtual Drive
Options.

14. Click Accept to accept the changes to the virtual drive definition.

A confirmation dialog appears.
15. To confirm your changes, click Yes. Otherwise, to undo the changes, select the virtual drive and click Reclaim.
16. Click Next after you finish defining the virtual drives.

The Configuration Preview dialog appears, as shown in the following figure.
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Figure 43 RAID 50 Configuration Preview Dialog
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17. Check the information in the Configuration Preview dialog.

18. If the virtual drive configuration is acceptable, click Accept to save the configuration. Otherwise, click Back to
return to the previous dialogs and change the configuration.

19. If you accept the configuration, click Yes at the prompt to save the configuration.
Another confirmation for initialization appears.

20. Click No to view the WebBIOS main menu. Otherwise, click Yes and the initialization process takes place, and the
WebBIOS Config Utility Virtual Drive dialog appears.

Using Manual Configuration: RAID 60

RAID 60 provides the features of both RAID 0 and RAID 6, and includes both parity and drive striping across multiple
drive groups. RAID 6 supports two independent parity blocks per stripe. A RAID 60 virtual drive can survive the loss of
two drives in each of the RAID 6 sets without losing data. RAID 60 is best implemented on two RAID 6 drive groups
with data striped across both drive groups. Use RAID 60 for data that requires a very high level of protection from loss.

RAID 60 can support up to eight spans and tolerate up to 16 drive failures, though less than total drive capacity is
available. Two drive failures can be tolerated in each RAID 6 level drive group.

RAID 60 is appropriate when used with data that requires high reliability, high request rates, high data transfer, and
medium-to-large capacity.
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When you select Manual Configuration and click Next, the Drive Group Definition dialog appears. You use this
dialog to select drives to create drive groups.
Press and hold the Ctrl key while selecting at least three unconfigured good drives in theDrives panel on the left.
2. Click Add To Array to move the drives to a proposed drive group configuration in the Drive Groups panel on the
right.
If you need to undo the changes, select the drive and click Reclaim.
3. Click Accept DG to create a first drive group.
An icon for a second drive group appears in the right panel.

4. Press and hold the Ctrl key while selecting the same number of unconfigured good drives in the Drives panel
(that were selected for the first drive group) to create a second drive group.

5. Click Add To Array to move the drives to a proposed drive group configuration in the Drive Groups panel on the
right, as shown in the following figure.

If you need to undo the changes, select the drive and click Reclaim.
Choose whether to use drive encryption.
7. Repeat step 1 through step 5 until you have created all the required drive groups.
After you finish selecting drives for the drive groups, select each drive group and click Accept DG for each drive
group.
9. Click Next.

The Span Definition dialog appears, as shown in the following figure. This dialog displays the drive group holes
you can select to add to a span.
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Figure 44 WebBIOS Span Definition Dialog
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10. Under the heading Array With Free Space, select a drive group and click Add to SPAN.
The drive group you select displays in the right frame under the heading Span.
11. Select another drive group and click Add to SPAN.
if there are additional drive groups with three drives each, you can add them to the span.
12. Click Next.
The Virtual Drive Definition dialog appears.

13. Change the virtual drive options from the defaults listed on the dialog as needed.

NOTE For specific information about virtual drive options, see Virtual Drive
Options.

14. Click Accept to accept the changes to the virtual drive definition.

A confirmation dialog appears.
15. To confirm your changes, click Yes. Otherwise, to undo the changes, select the virtual drive and click Reclaim.
16. Click Next after you finish defining virtual drives.

The Configuration Preview dialog appears, as shown in the following figure.
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Figure 45 RAID 60 Configuration Preview Dialog

*::-;_iE:g_;‘-_iEﬁI}} BIOS Config Utility Config Wizard - Preview

g Slot: 2, 545, HDD, 278.875GB, O VDo
. 1ot 3, SAS, HDD, 278.875GE, O
?smt,.q SAS, HDD, 278.875 GE, O
{, Slot: 5, SAS, HDD, 278.875 GE, O

{: Slot:l, SAS, HDD, 275 B’J‘S GE O :_%glve Group 1

o1 Slot: 6, SAS, HDD, 278.875 GE, U

17. Check the information in the Configuration Preview dialog.

18. If the virtual drive configuration is acceptable, click Accept to save the configuration. Otherwise, click Back to
return to the previous dialogs and change the configuration.

19. If you accept the configuration, click Yes at the prompt to save the configuration.
Another confirmation for initialization appears.

20. Click No to view the WebBIOS main menu. Otherwise, click Yes and the initialization process takes place, and the
WebBIOS Config Utility Virtual Drive dialog appears.

CacheCade Configuration

This section contains the procedures for creating CacheCadeRAID virtual drives for the CacheCade advanced software
feature.

NOTE This procedure does not create a RAID configuration. It creates a

CacheCade software virtual drive that functions as a secondary tier of
cache.
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4.6.1 Creating a MegaRAID CacheCade Configuration

The MegaRAID CacheCade software provides you with read caching capability.
Perform the following steps to create a CacheCade Read drive group:

1. Click Configuration Wizard on the WebBIOS main dialog.

The first Configuration Wizard dialog appears, as shown in the WebBIOS Configuration Wizard dialog. Add
Configuration is selected by default.

2. Click Next.
The Select Configuration Wizard dialog appears, as shown in the following figure.

Figure 46 WebBIOS Select Configuration Wizard Dialog

3. Select the CacheCade(TM)-SSD Caching Configuration and click Next.
The Drive Group Definition dialog appears.
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Figure 47 Drive Group Definition
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4. Select a drive from the left frame, and click Add To Array.

The selected drive now appears in Drive Groups, and the Accept DG button appears.
5. Click Accept DG.

A drive group is created and appears in Drive Groups.
6. Click Next.

The Span Definition dialog appears.
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Figure 48 Span Definition Dialog

7. Select an array with free space from the drop-down list, and click Select Array.
The selected array moves to the right frame under the heading Selected Array.

8. Click Next.
The Create CacheCade - SSD Caching Disk dialog appears, as shown in the following figure.
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Figure 49 SSD Caching Disk Dialog

9. Click Accept to accept the drive group.
If you need to undo the changes, click Reclaim.
The Config Wizard-Preview dialog appears, as shown in the following figure.
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Figure 50 CacheCade Configuration Preview Dialog

ig Utility Config Wizard — Preview

10. Click Accept if the configuration is correct. Otherwise, click Back to return to the previous dialogs and change the
configuration.

11. If you accept the configuration, click Yes at the prompt to save the configuration.
The CacheCade virtual drive appears in the right pane of the main WebBIOS dialog.

4.6.2 Creating a MegaRAID CacheCade Pro 2.0 Software Configuration

The MegaRAID CacheCade Pro 2.0 software provides you with read and write caching capability.
Perform the following steps to create a CacheCade Pro 2.0 drive group:

1. Click Configuration Wizard on the WebBIOS CU main dialog.
The WebBIOS Configuration Wizard appears. Add Configuration is selected by default.
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Figure 51 WebBIOS Configuration Wizard
DB g Utility Config

2. Click Next.
The Select Configuration dialog appears.
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Figure 52 Select Configuration

MegaRAID BIOS Config Utility Select Configuration

3. Select CacheCade(TM) - SSD Caching Configuration and click Next.
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Figure 53 Drive Group Definition
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4. Select a drive from the left frame, and click Add To Array.

The selected drive now appears in Drive Groups, and the Accept DG button appears.
5. Click Accept DG.

A drive group is created and appears in Drive Groups.
6. Click Next.

The Span Definition dialog appears.
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Figure 54 Span Definition
RalD BIOS

7. Select an array from Array With Free Space and click Select Array.
8. Click Next.

9. Select a RAID level from the RAID Level drop-down list.

10. Select a write policy from the Write Policy drop-down list.

— Write Back: In Write Back mode, the CacheCade virtual drive is used for both read as well as write cache.
However, if the CacheCade virtual drive becomes degraded, the CacheCade virtual drive will be used only as
read cache. This is the default write policy.

— Write Through: In Write Through mode, the CacheCade virtual drive is used as read only cache.

— Always Write Back: In Always Write Back mode, the CacheCade virtual drive is used for both read and write
cache.

11. Click Accept.
A confirmation dialog appears asking you to confirm your selections.
12. Click Yes to confirm and click Next.
The Configuration Preview dialog appears.
13. Click Accept.
A confirmation dialog appears asking if you want to save your configuration.
14. Click Yes.

Your configuration is saved, and you are taken back to the WebBIOS CU main dialog. The new CacheCade drive
group appears in the frame under Logical View.
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4.6.2.1 Modifying CacheCade Pro 2.0 Virtual Drive Properties
You can modify the default write policy of a CacheCade virtual drive. You can also delete a CacheCade virtual drive.
Perform the following steps to modify the CacheCade virtual drive properties:
1. In the WebBIOS CU main dialog, click the CacheCade virtual drive whose properties you want to modify.
The CacheCade Virtual Drive Properties dialog appears.
Figure 55 CacheCade Virtual Drive Properties
MegaRAID BIOS Config Utility Virtual Drive 0 SI‘J,
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RAID Level: O
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Virtual Drive:
¢ Delete
Go [
2. To modify the default write policy of a Cachecade virtual drive, select a write policy from the Default write policy
drop-down list.
3. To delete a CacheCade virtual drive, click Delete, and click Go.
Click Home to return to the WebBIOS CU main dialog.
4.6.2.2 Enabling or Disabling SSD Caching on a Virtual Drive

You can associate a virtual drive to a cache pool or not by enabling or disabling SSD caching on that virtual drive.

When you enable SSD caching on a virtual drive, that virtual drive becomes associated with an existing or with a
future CacheCade virtual drive.

When you disable SSD caching on a virtual drive, any associations that the selected virtual drive has with a CacheCade
SSD Caching virtual drive is removed. This option is only available when the virtual drive’s caching is currently
enabled.

Perform the following steps to enable/disable SSD caching on a virtual drive:

1. Inthe WebBIOS CU main dialog, click a virtual drive.
The Virtual Drive Properties dialog appears.
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Figure 56 Virtual Drive Properties
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Select Adv Opers and click Go.
Select theEnable SSD Caching or Disable SSD Caching radio button.
Click Go.
A confirmation page appears asking you to confirm your selection.
5. Click Yes.

4.6.2.3 Enabling or Disabling SSD Caching on Multiple Virtual Drives
You can enable and disable SSD caching on multiple virtual drives at one time.
When you enable SSD caching on a virtual drive, that virtual drive becomes associated with an existing or with a

future CacheCade virtual drive. This option is only available when there is at least one virtual drive in the
configuration.

When you disable SSD caching on a virtual drive, any associations that the selected virtual drive has with a CacheCade
virtual drive is removed. This option is only available when there is at least one virtual drive in the configuration.

Perform the following steps to enable or disable SSD Caching on multiple virtual drives:

1. In the WebBIOS CU main dialog, click Controller Properties in the left frame.
The Controller Properties dialog appears.
Click Next until you reach the last controller properties dialog.
Click Manage (next to SSD Caching).
The Manage SSD Caching dialog appears.
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Figure 57 WebBIOS CU Manage SSD Caching
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All virtual drives that have SSD caching enabled or disabled are listed.
4. Select the All check box and click Enable or Disable.

— Click Enable to enable SSD caching on all the virtual drives that are currently disabled.

— Click Disable to disable SSD caching on all virtual drives that are currently enabled.

A confirmation dialog appears asking for your confirmation.
5. Click Yes to continue with disabling SSD caching on all virtual drives.

Enabling SSD Caching on New Virtual Drives

You can enable SSD caching on a virtual drive when the virtual drive is being created in the Create Virtual Drive

wizard.

Once the virtual drive has been created using the wizard, the Manage SSD Caching dialog appears:
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Figure 58 WebBIOS CU Manage SSD Caching
MegaRAID BIOS Config Utility Manage 55D Caching
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By default, all virtual drives are disabled.

Either clickEnable to enable SSD caching on a virtual drive, or select the All check box and click Enableto enable SSD
caching on all virtual drive.

4.6.2.5 Clearing Configurations on CacheCade Pro 2.0 Virtual Drives
You can clear all the configurations on a CacheCade virtual drive.

1. In the WebBIOS CU main dialog, click Configuration Wizard.
The first dialog of the configuration wizard appears.

2. Select Clear Configuration.
A confirmation dialog appears.
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Figure 59 Confirmation Page
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3. Click Yes to clear the configuration.

If the cache becomes inconsistent before the clear configuration operation is performed, the firmware returns an
error code. The Confirm Loss of Cache dialog appears as a follow up dialog to the Confirm Clear Configuration
dialog. Click Yes to clear the configuration.

Removing Blocked Access
At times, an error may occur in the CacheCade virtual drive and this causes a blocked access to the associated virtual
drive.

It is advisable to wait for sometime for the error in the CacheCade virtual drive to get sorted. You can also try to solve
the error in the CacheCade virtual drive and bring it back to an optimal status. Once the Cachecade virtual drive is in
an optimal status, the blocked virtual drive returns to its former access policy automatically.

The text Access Blocked gets appended next to the Optimal status of the affected virtual drive in the WebBIOS CU
main dialog.

1. Click the affected virtual drive to view the Virtual Drive Properties dialog.
The Access field displays BLocked as the access policy, as shown in the following figure.
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Figure 60 Virtual Drive Properties - Blocked Access

config Utility Virtual Drive 1 | why
Lﬂo.a
o Bl ?)
Properties
RAID Level: 1 Scatus Optimal- hcocess Blocked Strip S3ize: 256 KB
Capacity: 12GB Hirror Datsa Size: 12GB Secured: No
Advanced Properties
Policies
Access [y 3] e Cached y| B¢ [HoRead ihead vl
Diak Unchanged y| DisableBGI  [iyo™ ]
Cache
Default Write: | RKluays Vrite Back ﬂ Current Write: Write Through
Reason for Mfference in Write Policy: * Change I
Operations
¢ Delete ¢ Locace  Stoplocate ¢ Adv Opers
_e |
e xr=

2. Select AdvOpers and click Go.
The Advanced Operations dialog appears.

Figure 61 Advanced Operations
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3. Select Remove Blocked Access and click Go.

A confirmation message dialog appears.
4. Click Yes to remove blocked access on the virtual drive.

4.7 Selecting SafeStore Encryption Services Security Options

The SafeStore Encryption Services feature provides the ability to encrypt data and use disk-based key management
for the data security solution. This solution protects your data in case of theft or loss of physical drives. This section
describes how to enable, change, or disable the drive security settings, and how to import a foreign configuration.
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4.7.1 Enabling the Security Key Identifier, Security Key, and Password

Perform the following steps to enable the encryption settings for the security key identifier, security key, and
password.
1. Click Controller Properties on the main WebBIOS dialog.
The first Controller Information dialog appears.
Click Next till you reach the fourth Controller Information dialog.
Click the Enable link in Drive Security.
An information dialog appears describing drive security.
4. Click Next.
The Enable Drive Security- Enter Security Key ID dialog appears as shown in the following figure.

Figure 62 Enable Drive Security-Enter Security Key ID

5. Either accept the default security key ID, or enter a new security key ID.
6. Click Next.
The Enable Drive Security - Enter Security Key dialog appears, as shown in the following figure.
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Figure 63 Enable Drive Security - Enter Security Key
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7. Either enter a new drive security key, or click Suggest to fill the new security key. Enter the new drive security key
again to confirm.
The security key is case-sensitive. It must be between 8 and 32 characters and contain at least one number, one
lowercase letter, one uppercase letter, and one non-alphanumeric character (e.g. < > @ +). The space character is
not permitted.

8. Click Next.

The Enable Drive Security - Enter Pass Phrase dialog appears as shown in the following figure. You have the
option to provide a pass phrase for additional security.
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Figure 64 Enable Drive Security - Enter Pass Phrase
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To use a pass phrase, select the Use a pass phrase in addition to the security key check box.

10. Enter a new pass phrase, and enter the new pass phrase again to confirm.

11.

12.

The pass phrase is case-sensitive. It must be between 8 and 32 characters and contain at least one number, one
lowercase letter, one uppercase letter, and one non-alphanumeric character (e.g., < > @ +). The space character is
not permitted.

NOTE Non-U.S. keyboard users must be careful not to enter double-byte
character set (DBCS) characters in the Pass Phrase field or Security
Key field. Firmware works only with the ASCII character set.

Click Accept.
The Confirm Enable Drive Security dialog appears.
Click Yes to confirm that you want to enable the drive security settings.

WebBIOS enables the security key ID, the security key, and the pass phrase (if applicable) that you entered and
returns you to the WebBIOS main menu.

ATTENTION If you forget the security key, you will lose access to your data. Be
sure to record your security key information. You might need to enter
the security key to perform certain operations.

LSI Corporation
-101-



MegaRAID SAS Software User Guide Chapter 4: WebBIOS Configuration Utility

August 2013

Selecting SafeStore Encryption Services Security Options

4.7.2

Changing the Security Key Identifier, Security Key, and Pass Phrase

If you selected disk-based encryption when you made the RAID configuration, the drive security is enabled. Perform
the following steps to change the encryption settings for the security key identifier, security key, and pass phrase.
1. Click Controller Properties on the main WebBIOS dialog.

The first Controller Information dialog appears.

Click Next till you reach the fourth Controller Information dialog.

Click the Change/Disable link in Drive Security.

The Drive Security dialog appears.

Figure 65 Drive Security

4. To change the drive security settings, select the Change drive security settings radio button and click Accept.

An Introduction dialog appears describing the process of changing the drive security settings.
5. Click Next.
The Change Security Settings - Security Key ID dialog appears, as shown below.
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Figure 66 Change Security Settings - Security Key ID

6. Choose whether to use the existing security key or enter a new security key ID.

— Use the existing security key identifier (Current security key identifier).
— Enter a new security key identifier (New security key identifier).

7. Click Next.

The Change Security Settings — Security Key dialog appears, as shown in the following figure. You have the
option to either use the existing security key or enter a new one.
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8.

Figure 67 Change Security Settings - Security Key
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To create a new drive security key, either enter a new drive security key in the New security key field, or click
Suggest to fill the new security key.

The security key is case-sensitive. It must be between 8 and 32 characters and contain at least one number, one

lowercase letter, one uppercase letter, and one non-alphanumeric character (e.g., < > @ +). The space character is
not permitted.

Enter the new drive security key again in the Confirm field.
Click Next

The Change Security Settings - Pass Phrase dialog appears, as shown in the following figure.
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Figure 68 Change Security Settings - Pass Phrase
AID B g Utility '

11. To use a pass phrase, click the Use a pass phrase in addition to the security key check box.

12.

13.

Enter a new pass phrase, and enter the new pass phrase again to confirm.

The pass phrase is case-sensitive. It must be between 8 and 32 characters and contain at least one number, one
lowercase letter, one uppercase letter, and one non-alphanumeric character (e.g., < > @ +). The space character is

not permitted.

Non-U.S. keyboard users must be careful not to enter double-byte character set (DBCS) characters in the Pass
Phrase field or the Security Key field. The firmware works only with the ASCII character set.

Click Accept.

The Authenticate Drive Security Settings dialog appears in either of the two scenarios mentioned below.
— Ifyou entered a new pass phrase.

— If you entered a new drive security key.
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Figure 69 Authenticate Drive Security Settings
HegaRAID BIOS Config Utility Authenticate Drive Security Settings
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14. Enter the current security key, and click OK.

The text box for the security key can hold up to 32 characters. The key must be at least eight characters. After you
enter the correct security key, the Confirmdialog appears.

15. Click Yes to confirm that you want to change the drive security settings

If the current security key is not needed, WebBIOS saves the changes to the security settings and returns you to
the main menu. If the current security key is needed, the Authenticate Drive Security Settings dialog appears.

Perform the following steps to disable the drive security settings.

NOTE If you disable the drive security settings, you cannot create any new
secure virtual drives. Disabling these settings does not affect the
security or data of foreign drives. If you removed any drives that were
previously secured, you must enter the security key when you import
settings.

1. Click Controller Properties on the main WebBIOS dialog.
The first Controller Information dialog appears.
Click Next till you reach the fourth Controller Information dialog.
Click the Change/Disable link in Drive Security.
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The Drive Security dialog appears, as shown in the following figure.

4. To disable the drive security settings, select the Disable drive security radio button and click Accept.
The Confirm Disable Drive Security Page dialog appears.

5. Click Yes to confirm that you want to disable the drive security settings.
WebBIOS returns you to the main menu.

4.8 Viewing and Changing Device Properties

This section explains how you can use the WebBIOS configuration utility to view and change the properties for
controllers, virtual drives, drives, and BBUs.

4.8.1 Viewing Controller Properties

WebBIOS displays information for one LSI SAS controller at a time. If your computer system has multiple LSI SAS
controllers, you can view information for a different controller by clicking Controller Selection on the main WebBIOS
dialog. When the Adapter Selection dialog appears, select the controller you want from the list.
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Follow these steps to view the properties of the currently selected controller.

1. Click Controller Properties on the main WebBIOS dialog.
There are four Controller Information dialogs. The following figure shows the first dialog.

Figure 71 First Controller Information Dialog
!HegaBﬁlD BIOS Config Utility Controller Information i
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The information on this dialog is read-only and cannot be modified directly. Most of this information is
self-explanatory. The dialog lists the number of virtual drives that are already defined on this controller, and the
number of drives connected to the controller.

2. Click Next to view the second Controller information dialog, as shown in the following figure.
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Figure 72 Second Controller Information Dialog
MegaRAID BIOS Config Utility Controller Information

 Emergency Spare
Shield State Supported |Ye3 ;SSD Disk Cache Setting
Metadata Size |S12HB |High Availability

| Topology Type
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Incompatibility Details | None
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NOTE If you are using CacheCade Pro 2.0, four additional fields appear in the
Second Controller Information dialog - CacheCade SSD Caching,
Write Cache Capable, Total Cache Size, and Maximum Cache Size.

NOTE If High Availability DAS is supported on the controller, four additional
fields appear in the above dialog - Maximum Controller Nodes,
Incompatibility Details, High Availability Topology Type, and Peer
Controller Status.

3. Click Nextin the Second Controller Information dialog to view the third Controller information dialog, as shown
in the following figure.

Figure 73 Third Controller Properties
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4. Click Next to view the fourth Controller Information dialog, as shown in the following figure.
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Figure 74 Fourth Controller Properties Dialog
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NOTE If you are using CacheCade Pro 2.0, an additional field, SSD Caching
appears in the Controller Properties dialog.
NOTE If you have already enabled drive security, instead of the Enable link,
the Change/Disable link appears in front of Drive Security.

The entries and options that appear in the second, third and fourth Controller Information dialogs are in the

Controller Information Menu Options.

If you make changes to the options on this dialog, click Submit to register them. If you change your mind, click

Reset to return the options to their default values.

4.8.1.1 Controller Information Menu Options

The following table describes the entries and options listed on the second, third, and fourth Controller Information
dialogs. Leave these options at their default settings to achieve the best performance, unless you have a specific
reason for changing them.

Table 21 Controller Information Menu Options

Option Description

Battery Backup Indicates if the selected controller has a BBU. If present, you can click Manage to view information about
the BBU. For more information, see Viewing and Changing Battery Backup Unit Information.

Set Factory Defaults |Use this option to load the default MegaRAID WebBIOS configuration utility settings. The default is No.

Cluster Mode Use this option to enable or disable Cluster mode. The default is Disabled. A cluster is a grouping of
independent servers that can access the same data storage and provide services to a common set of
clients. When Cluster mode is disabled, the system operates in Standard mode.

Rebuild Rate Use this option to select the rebuild rate for drives connected to the selected controller. The default is 30
percent. The rebuild rate is the percentage of system resources dedicated to rebuilding a failed drive. The
higher the number, the more system resources that are devoted to a rebuild.

BGI Rate Use this option to select the amount of system resources dedicated to background initialization of virtual
drives connected to the selected controller. The default is 30 percent.

CCRate Use this option to select the amount of system resources dedicated to consistency checks of virtual
drives connected to the selected controller. The default is 30 percent.
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Option

Description

Reconstruction Rate

Use this option to select the amount of system resources dedicated to reconstruction of drives
connected to the selected controller. The default is 30 percent.

Controller BIOS

Use this option to enable or disable the BIOS for the selected controller. The default is Enabled.

If the boot device is on the selected controller, the BIOS must be enabled; otherwise, the BIOS should be
disabled or it might not be possible to use a boot device elsewhere.

NCQ

Native Command Queuing (NCQ) gives an individual drive the ability to optimize the order in which it
executes the read and write commands. The default is Enabled.

Coercion Mode

Drive coercion forces drives of varying capacities to the same size so they can be used in a drive group.
The coercion mode options are None, 128MB-way, and 1GB-way. The default is 1GB-way.

The number you choose depends on how much the drives from various vendors vary in their actual size.
Use the 1GB coercion mode option.

S.M.ARR.T. Polling

Use this option to determine how frequently the controller polls for drives reporting a predictive drive
failure (self-monitoring analysis and reporting technology [SMART] error). The default is 300 seconds (5
minutes).

Alarm Control

Select this option to enable, disable, or silence the onboard alarm tone generator on the controller. The
default is Enabled.

Patrol Read Rate

Use this option to select the rate for patrol reads for drives connected to the selected controller. The
default is 30 percent. The patrol read rate is the percentage of system resources dedicated to running a
patrol read.

Cache Flush Interval

Use this option to control the interval (in seconds) at which the contents of the onboard data cache are
flushed. The default is 4 seconds.

Spinup Drive Count

Use this option to control the number of drives that spin up simultaneously. The default is 4 drives.

Spinup Delay Use this option to control the interval (in seconds) between spin up of drives connected to this
controller. The delay prevents a drain on the system’s power supply that would occur if all drives spun up
at the same time. The default is 12 seconds.

StopOnError Enable this option if you want the boot process to stop when the controller BIOS encounters an error

during boot-up. The default is Enabled.

Stop CC on Error

Enable this option if you want to stop a consistency check when the controller BIOS encounters an error.
The default is No.

Maintain PD Fail
History

Enable this option to maintain the history of all drive failures. This option is used to keep track of drives
that the RAID controller believes have failed. With this feature enabled, the RAID controller will track bad
drives and mark them as Unconfigured bad if they return from disconnect or failure. Drives can be
marked Unconfigured bad if they are failing or if the RAID controller looses communication with the
drive while it is part of a configuration (a virtual drive member or a hot spare). The HBA will loose
communication with drives if they are removed while the system is turned on or if SIMs are removed
while the system is turned on. The default is Enabled.

Schedule CC

Indicates whether the option to schedule the date and time for a consistency check is supported.

Snapshot

Use this option to create a snapshot of a volume. MegaRAID Recovery, also known as Snapshot, offers a
simplified way to recover data and provides automatic protection for the boot volume. You can use the
Recovery feature to take a snapshot of a volume and to restore a volume or file. Snapshot functionality
allows you to capture data changes to the volume, and, if data is deleted accidentally or maliciously,
restore the data from the view or roll back to a snapshot at a previous point-in-time (PiT). MegaRAID
Recovery supports up to eight snapshots of PiTs for each volume.

Disk Activity

Enable this property if you want to locate a particular disk. This disk can be identified with a continuous
blinking of green activity LED. This works only if the disks are installed in a enclosure.

Manage JBOD

Converting the multiple JBOD drives to unconfigured drive at single selection.

Emergency Spare

Use this option to specify if it is acceptable to commission unconfigured good drives or global hotpares
as emergency spare drives.

Emergency for
SMARTer

Use this option to specify if it is acceptable to commission emergency hot spare drives for predictive
failure analysis (PFA) events.

Drive Security

Use this option to encrypt data on the drives and use disk-based key management for the data security
solution. This solution protects your data in case of theft or loss of physical drives.
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Option Description

Manage Powersave Use this option to reduce the power consumption of drives that are not in use, by spinning down the
unconfigured drives, hot spares, and configured drives.

Link Speed Use this option to change the link speed between the controller and an expander or between the
controller and a drive that is directly connected to the controller.

SSD Caching Click on this link to invoke the Manage SSD Caching dialog to enable and disable SSD caching on
multiple virtual drives at one time.

Maximum Controller |Indicates the total number of servers in a cluster.

Nodes

Incompatibility Indicates the reason for incompatibility between the servers in a cluster. The possible values are FW

Details Level Mismatch, HW Incompatibility, Controller Property Mismatch, Premium Features Mismatch,
or None.

High Availability Indicates whether clustering is supported or not on the controller. The possible values are Server

Topology Type Storage Cluster or None.

Peer Controller Status |Indicates if both the servers in a cluster are running or not. The possible values are:
m  Active— Both the servers in a cluster are running.

m  Inactive— Only one server in a cluster is running.

m  Incompatible— There is incompatibility between the servers.

WebBIOS displays properties, policies, and operations for virtual drives.

To view these items for the currently selected virtual drive, click on a virtual drive icon in the right panel on the
WebBIOS Configuration utility main dialog.

The Virtual Drive dialog appears, as shown in the following figure.
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Figure 75 Virtual Drive Dialog
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The Properties panel of this dialog displays the virtual drive’s RAID level, state, capacity, strip size, and metadata size.

NOTE If High Availability DAS is supported on the controller, click Advanced
Properties to display two additional properties, GUID and Host
Access Policy. The value for the GUID property is hexadecimal and the
values for the Host Access Policy property are Shared, Exclusive, or
Exclusive to Peer Controller.

The Policies panel lists the virtual drive policies that were defined when the storage configuration was created. For
information about these policies, see Using Manual Configuration. To change any of these policies, make a selection
from the drop-down list, and click Change.

NOTE The Provide Shared Access check box appears if High Availability
DAS is supported on the controller.

The Operations panel lists operations that can be performed on the virtual drive. To perform an operation, select it,
and click Go. Choose from the following options:

= Select Delete to delete this virtual drive. For more information, see Deleting a Virtual Drive.

m  Select Locate to make the LEDs blink on the drives used by this virtual drive. This action works only if the drives
are installed in a drive enclosure that supports SCSI-Accessed-Fault-Tolerant-Enclosure (SAFTE).

= Select Fast Init or Slow Init to initialize this virtual drive. A fast initialization quickly writes zeroes to the first and
last 10-MB regions of the new virtual drive and then completes the initialization in the background. A slow
initialization is not complete until the entire virtual drive has been initialized with zeroes. It is seldom necessary to
use this option, because the virtual drive was already initialized when you created it.
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ATTENTION Before you run an initialization, back up any data on the virtual drive
that you want to save. All data on the virtual drive is lost when you
initialize the drive.

m  Select CCto run a consistency check on this virtual drive. For more information, see Running a Consistency Check.
(This option is not available for RAID 0 virtual drives.)

m  Select Stop Locate to stop the LED flash on the drive. This works only if the drive is installed in a drive enclosure.

m  Select Adv Opers to access dialogs to remove drives, migrate RAID levels (that is, change the virtual drive
configuration by adding a drive and changing the RAID level), virtual drive erase, enable/disable SSD Caching,
and to remove blocked access.

See Migrating the RAID Level of a Virtual Drive, for information about adding a drive to a virtual drive or migrating
its RAID level. See Using MegaRAID Recovery, for the MegaRAID Recovery procedure.

m  Select Expand to increase the size of a virtual drive to occupy the remaining capacity in the drive group.
See Viewing and Expanding a Virtual Drive, for the procedure you can use to expand a virtual drive.

The Physical Drive dialog displays the properties of a selected drive and enables you to perform operations on the
drive. There are two ways to access the Physical Drive dialog:

= On the main menu dialog, click on a drive in the right panel under the heading Physical View.

= Onthe main menu dialog, click on Drives in the left panel to display the Drives dialog. Then click on a drive in the
right panel. Click the Properties button, and click Go. The properties for the selected drive are displayed.

The following figure shows the Physical Drive dialog.
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The drive properties are read-only and are self-explanatory. Note that the properties include the state of the drive.

Operations you can perform are listed at the bottom of the dialog. After you select an operation, click Go to start the
operation. The operations vary depending on the drive state. If the drive state is Online, the following operations
appear.

m  Select MakeDriveOffline if you want to force the drive offline.

NOTE If you force offline a good drive that is part of a redundant drive group
with a hot spare, the drive will rebuild to the hot spare drive. The drive
you forced offline will go into the Unconfigured Bad state. Access the
BIOS utility to set the drive to the Unconfigured Good state.
m  Select Locate to make the LED flash on the drive. This operation works only if the drive is installed in a drive
enclosure.

If the drive state is Unconfigured Good, the following additional operations appear on this dialog.

m  Select Make Global HSP to make a global hot spare, which is available to all of the virtual drives.
= Select Make Dedicated HSP to make a hot spare dedicated to a specific virtual drive.

WebBIOS displays the global hot spare as G1obal and the dedicated hot spare as Ded. The icon for the dedicated
hot spare appears under its associated virtual drive. The drive number, drive state, drive capacity, and drive
manufacturer appear.
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NOTE If High Availability DAS is supported on the controller, dedicated hot
spares can be assigned to only one drive group. If you try to assign a
dedicated hot spare to multiple drive groups, an error message
appears.

= Select Enclosure Affinity so drive failures are present on a split backplane configuration, then the hot spare will
be used first on the backplane side in which it resides.

m  Select Prepare for Removal to prepare the drive for removal from the enclosure.

The Prepare for Removal feature is different from spinning a drive down into power save mode because it also
involves flagging the drive as ready to remove. Therefore, if you choose to prepare a drive for removal, selecting
Ready to Remove displays in the device tree for that drive, instead of Powersave.

m  Select Stop Locate to stop the LED flash on the drive. This works only if the drive is installed in a drive enclosure.
m  Select Drive Erase to securely erase data on non self-encrypting drives (Non-SED), which are normal HDDs.

Physical devices in MegaRAID firmware transit between different states. If the firmware detects a problem or a
communication loss for a physical drive, the firmware transitions the drive to a bad (FAILED or UNCONF BAD) state. To
avoid transient failures, an interim state called the shield state is introduced before marking the drive as being in a bad
state.

The shield state is an interim state of a physical drive for diagnostic operations. The results of the diagnostic tests
determine if the physical drive is good or bad. If any of the diagnostic tests fail, the physical drive transitions to a bad
state (FAILED or UNCONF BAD).

Shield State Physical View

Follow these steps to check if a physical drive is in a Shield state in the Physical view.

1. Click Physical View in the main dialog.
The physical drive that is in a shield state is marked as Shielded.

Logical View Shield State

Follow these steps to view the Shield state in the Logical view.

1. Click Logical Viewi n the main page.
The physical drive that is in a shield state is marked as Shielded.
The Logical view shield state is shown in the following figure.
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Figure 77 Logical View Shield State
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4.8.4.3 Viewing the Physical Drive Properties of a Drive in Shield State
Follow these steps to view the physical properties of the drive in Shield state.
1. Click on the Physical view tab or the Logical view tab in the device tree.

2. Click the physical drive that is in shield state on the physical or logical view of device tree to view the properties.
The device properties of the drive are displayed as shown in the following figure.
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Figure 78 Physical Drive Properties of a Drive in Shield State
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4.8.44 Viewing if Shield State Is Enabled in a Controller

Follow these steps to check if the Shield state is enabled in a controller.

1. Click Controller Properties on the WebBIOS main menu.
The Shield State Supportedcolumn is displayed, as shown in the following figure.

Figure 79 Shield State Support
MegaRAID BIOS Config Utility Controller Information
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4.8.5 Viewing and Changing Battery Backup Unit Information

If your SAS controller has a battery backup unit (BBU), you can view information about it and change some settings. To
perform these tasks, follow these steps:

1. Click Controller Properties on the WebBIOS main dialog.
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The first Controller Information dialog appears, as shown in the following figure.

Figure 80 First Controller Information
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2. Click Next.
The second Controller Information dialog appears.
3. Click Next to view the third Config Utility Controller Properties dialog.

The third Controller Properties dialog appears, as shown in the following figure. The Battery Backup field at the
top-left of the dialog indicates whether the iBBU is present.

}slrjz
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Figure 81 Third Controller Properties
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4. Click Manage in the Battery Backup field.
The Battery Propertiesdialog appears, as shown in the following figure.

Figure 82 Battery Properties
tegaRAID BIOS Config Utility Battery Properties
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Advanced Properties

5. Click Advanced Properties for viewing additional battery properties.
The Battery Properties - Advanced Properties dialog appears.
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Figure 83 Battery Properties - Advanced Properties
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The battery properties are read-only.

The lower-part of the dialog contains the battery settings. A learning cycle is a battery calibration operation
performed by the controller periodically to determine the condition of the battery.

6. You can change the values in the BBU Mode and the Automatic Learn Mode drop-down lists.
For more information on BBU Modes, see BBU Modes.

7. Click OK to save your settings and exit from the dialog or click Schedule a Learn Cycle to change the learn delay
interval (the length of time between automatic learning cycles) and the auto learn mode.

For more information on Scheduling a Learn Cycle, see Setting the Learn Delay Interval.

4.8.5.1 BBU Modes
The following table describes each of the BBU modes.

Table 22 BBU Modes

Mode of Operation BBU Mode Description
L 12 hours retention @ 45°C, 5 year Service Life, transparent learn
2 12 hours retention @ 55 C, 3 year Service Life, transparent learn
3 24 hours retention @ 45°C, 3 year Service Life, transparent learn
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Mode of Operation BBU Mode Description
4 48 hours retention @ 45°C, 3 year Service Life
5 48 hours retention @ 55°C, 1 year Service Life
6 Same as the description for BBU mode 5. The BBU mode 6 enables you to get
events when the battery capacity reaches sub-optimal and critical thresholds.

4.8.5.2 Setting the Learn Delay Interval
The learn delay interval is the length of time between automatic learning cycles. Perform the following steps to
change the interval:
1. Go to the Battery Properties dialog.
2. Click Schedule a Learn Cycle.
The Schedule Learn Cycledialog appears.

Figure 84 Schedule Learn Cycle
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3. Inthe Start on drop-down list, specify a day and time to start the automatic learn cycle.
Change the number of hours in the Delay Scheduled learn cycle by field.
You can delay the start of the learn cycles for up to 168 hours (7 days).

5. Click Apply to save the changes or click OK to save the changes and close the dialog.

4.8.5.3 Setting the Auto Learn Mode
You can start battery learning cycles manually or automatically. The Automatic Learn Cycle modes are:

= Enable: The firmware tracks the time since the last learning cycle and performs a learn cycle when due.
m  Disable: The firmware does not monitor or initiate a learning cycle. You can schedule learning cycles manually.
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NOTE After selecting Disabled, if you select Enabled, the controller
firmware resets the battery module properties to initiate an
immediate battery learn cycle. However, in the Next Learn Cycle Time
field, the value None is displayed. The Next Learn Cycle Time field will
not be updated until the battery relearn is completed. Once the
relearning cycle is completed, the value in the Next Learn Cycle Time
field will display the new date and time of the next battery learning
cycle.

m  Warn Via Event: The firmware warns about a pending learning cycle. You can initiate a learning cycle manually.
After the learning cycle is complete, the firmware resets the counter and warns you when the next learning cycle
time is reached.

Perform the following steps to choose an automatic learn cycle mode:

1. Go to the Battery Properties dialog. Open the drop-down list in the Auto Learn Mode field.
2. Inthe Automatic Learn Cycle drop-down, select a mode.
3. Click OK to set the automatic learn cycle mode.

NOTE When you replace the iBBU, the charge cycle counter is reset
automatically.

The Managing Link Speed feature allows you to change the link speed between the controller and an expander or
between the controller and a drive that is directly connected to the controller.

All phys in a SAS port can have different link speeds or can have the same link speed.

You can select a link speed setting. However, if phys in a SAS port have different link speed settings and if a phy is
connected to a drive or an expander, the firmware overrides the link speed setting you have selected and instead uses
the common maximum link speed among all the phys.

To change the link speed, perform the following steps:

1. Click Controller Properties on the WebBIOS main menu.
The first Controller Properties dialog appears. There are four Controller Properties dialogs.
Keep clicking Next till you reach the fourth Controller Properties dialog.
Click Manage in the Link Speed field.
The Manage Link Speed dialog box appears, as shown in the following figure.
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Figure 85 Manage Link Speed Dialog
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— The SAS Address column displays the SAS address that uniquely identifies a device in the SAS domain.
— The Phy column displays the system-supported phy link values. The phy link values are from 0 through 7.
— The Select Link Speed column displays the phy link speeds.

4. Select the desired link speed from the Select Link Speed field using the drop-down selector.
The link speed values are Auto, 1.5, 3.0 or 6.0 Gbps.

NOTE By default, the link speed in the controller is Auto or the value last
saved by the user.

5. Click OK.

The link speed value is now reset. The change takes place after you restart the system. A message box appears
asking you to restart your system.

6. Click OK.
4.8.7 Viewing Enclosure Properties

Using WebBIOS, you can view the enclosure properties of all of the enclosures connected to the server.
Follow these steps to view enclosure properties.

1. Go to the Physical view of the WebBIOS Utility.
2. Click the enclosure node.
The enclosure properties are displayed, as shown in the following figure.
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Figure 86 Enclosure Properties
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Click More Info to view additional information on the number of temperature sensors (Figure 88), number of fans

(Figure 89), and the number of power supplies (Figure 90).
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Figure 88 Enclosure More Information - Temperature Sensors
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gakaID BIOS Conflg Litility Enclosure Hore Information

Trmest. Speed
Lovest Speed
Lowest Speed
Lovest Speecl
Lowest Speed
Lomest Speed
Lowcot Spocd
Lomest Speed
Lowest Speecl
Lomest Speed
Luvesl Jpeed
Lorest Speed
Louest Speed
Linmeat Sheed
Lonest Speed
Lowest Speed

LSI Corporation
-126-



MegaRAID SAS Software User Guide Chapter 4: WebBIOS Configuration Utility

August 2013

Viewing and Changing Device Properties

4.8.8

4.8.8.1

4.8.9

4.8.9.1

Figure 90 Enclosure More Information - Number of Power Supplies
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SSD Disk Cache Policy

MegaRAID supports changes to the write-cache policy for SSD media of individual physical drives.

When SSDs are configured in a mixed disk group with HDDs, the Physical Device Write-Cache Policy setting of all of
the participating drives is changed to match the SSD cache policy setting.

Viewing Cache Properties
Follow these steps to view the SSD Disk Cache Setting property.
1. Click the controller properties link in the main menu.
The First Controller Information dialog appears.
2. Click Next to view the SSD Disk Cache Setting property in the second Controller Properties dialog.

Emergency Spare

When a drive within a redundant virtual drive fails or is removed, the MegaRAID firmware automatically rebuilds the
redundancy of the virtual drive by providing a emergency spare drive, even if no commissionable dedicated drive or
global hotspare drive is present.

Emergency Spare for Physical Drives

The Emergency Spare property indicates whether the drive is currently commissioned as a emergency spare or not.
You can select from the options None, UG (Unconfigured Good), GHS (Global Hotspare), or UG and GHS (Unconfigured
Good and Global Hotspare).

Follow these steps to view a emergency spare for a drive.

1. Click the physical drive node in the right panel on the WebBIOS main dialog.
The Emergency spare property of the drive is displayed, as shown in the following figure.
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Flgure 91 Emergency Spare
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4.8.10 Emergency Spare for Controllers

The Emergency Spare properties are configured in the controller properties. You can choose from the four options:
Global Hotspare (GHS), Unconfigured Good (UG), Unconfigured Good and Global Hotspare (UG AND GHS), and
None. You can also enable or disable the Emergency for SMARTer property.

4.8.10.1 Setting Controller Emergency Spare Properties

Follow these steps to set the Emergency spare properties for controllers.

From the WebBIOS main menu, click Controller Properties.
2. Keep clicking Next till you reach the last controller properties page.

The controller properties dialog appears, as shown in the following figure. You can choose the options (None, UG,
GHS, and UG and GHS) from the Emergency Spare drop down list.
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Figure 92 Setting Controller Hotspare Properties
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4.8.10.2 Viewing Controller Emergency Spare Properties

Follow these steps to view the controllers’ Emergency Spare properties.

1. Click the Controller properties link in the WebBIOS main menu.
The First Controller Information dialog appears.
2. Click Next.
The second Controller Properties dialog appears.
You can view the controller’s emergency spare properties in this dialog.

4.8.10.3 Commissioned Hotspare
The Commissioned Hotspare is used to determine whether the online drive has a Commissioned Hotspare drive
assigned to it.

Click the online physical drive node in the right panel on the WebBIOS main dialog to view the Commissioned
Hotspare property.
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Flgure 93 Commlssmned Hotspare
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4.9 Viewing and Expanding a Virtual Drive

Follow these steps to view virtual drive properties:

1. Inthe Logical view of the device tree, click the Virtual Drive Node.

The Virtual Drive dialog appears.

You can increase the size of a virtual drive to occupy the remaining capacity in a drive group.
2. Select the Expand radio button, and click Go.

The Expand Virtual Drive dialog appears, as shown in the following figure.
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Figure 94 Expand Virtual Drive Dialog
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3. Enter the percentage of the available capacity that you want the virtual drive to use.
For example, if there are 100 GB of capacity available and you want to increase the size of the virtual drive by 30
GB, select 30 percent.
. Click Calculate to determine the capacity of the virtual drive after expansion.
5. Click Ok.
The virtual drive expands by the selected percentage of the available capacity.
4.10 Recovering and Clearing Punctured Block Entries

You can recover and clear the punctured block area of a virtual drive.

ATTENTION This operation removes any data stored on the physical drives. Back up
the good data on the drives before making any changes to the
configuration.

When a Patrol Read or a Rebuild operation encounters a media error on the source drive, it punctures a block on the
target drive to prevent the use of the data with the invalid parity. Any subsequent read operation to the punctured
block completes but with an error. Consequently, the puncturing of a block prevents any invalid parity generation
later while using this block.

To recover or clear the punctured block area of a virtual drive, run a Slow (or Full) Initialization to zero out and
regenerate new parity causing all bad block entries to be removed from the bad block table.

To run a Slow (or Full) Initialization, see Viewing Virtual Drive Properties, Policies, and Operations.
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4.11 Suspending and Resuming Virtual Drive Operations

MegaRAID provides background Suspend and Resume features that enhances the functionality. The background
operations on a virtual drive can be suspended using the Suspend option, and later resumed using the Resume
option. The suspended operation resumes from the point where the operation was suspended.

If any operation is stopped before completion, it is considered to be aborted. An aborted operation cannot be
resumed from the place is was stopped.

NOTE Suspend and resume are applicable for all the background operations,
such as background initialization, rebuild and consistency check
notes.

Follow these steps to suspend an operation and resume an operation.

1. Perform one of these actions:
— From the WebBIOS main menu, click the Virtual Drives link.
— From the task bar, click the VD Progress Info button.

The Virtual Drives main dialog appears, as shown in the following figure.

Figure 95 Virtual Drives Dialog
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2. To suspend operations, select the check boxes for the operations that you want to suspend, and click Suspend
(Alt+D).

LSI Corporation
-132-



MegaRAID SAS Software User Guide Chapter 4: WebBIOS Configuration Utility

August 2013

4.12

Using MegaRAID Recovery

3. To abort operations, select the check boxes for the operations and click Abort (Alt+A).
Aborted operations cannot be resumed and have to be started again.

4. To resume operations, select the check boxes for the suspended operations that you want to resume, and click
Resume (Alt+U).

Using MegaRAID Recovery

MegaRAID Recovery, also known as Snapshot, offers a simplified way to recover data and provides automatic
protection for the boot volume. You can use the Recovery feature to take a snapshot of a volume and to restore a
volume or file. Snapshot functionality allows you to capture data changes to the volume, and, if data is deleted
accidentally or maliciously, you can restore the data from the view or roll back to a snapshot at a previous
point-in-time (PiT). MegaRAID Recovery supports up to eight snapshots of PiTs for each volume.

Each Recovery PiT volume snapshot is typically a fraction of the original volume size, because it tracks only the
changes that are made to a volume after the PiT is created. Disk space for PiTs is reserved in the Snapshot Repository
virtual drive, and the PiT is expanded in small increments as new data is written to the volume. Multiple PiTs of each
volume can be retained online, enabling frequent snapshots to be stored in a space-efficient manner.

ATTENTION Do not select the virtual drive containing the operating system (OS) or
any data as the snapshot repository. Updates to the operating system,
operating system crashes, or any data updates could destroy data on
that virtual drive.

Use the Recovery Features in three primary scenarios:

1. Restore the missing or deleted files (restore from view).
a. Discover the files are missing or deleted.

b. Review the snapshot views of the file content (also known as mounting a snapshot) from each PiT until you
find the missing file. A snapshot view contains the content from the point-in-time at which the snapshot was
made.

¢. Drag and drop the missing file from snapshot view back into the online storage volume that was the source
of the snapshot.

2. If corrupt operating system files exist in a volume, roll back the volume to a previous state.
a. Reboot the system, and run WebBIOS.

b. Select the most recent snapshot that does not contain the corrupted or malicious file to roll back to. Select
the most recent PiT snapshot to roll back to.

¢. Reboot the system. The system automatically rolls back to its previous state based on the selected PiT
snapshot
3. Reduce therisk of extended downtime during application updates/upgrades in the IT center.
a.  When the application is offline, take a snapshot of the application volume.
b. Install each patch individually, and test for any new defects that might have been introduced.
c. Take a snapshot after you test each patch, and determine that it is clean.
d

If a defect is introduced, roll back to the previous installation, and bypass the installation of the defective
patch.

NOTE If the volume is still damaged, continue to select from the next most
current PiT snapshot to the oldest.
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You can enable the Recovery advanced software in WebBIOS. After you enable Recovery, you create two virtual
drives—one as a snapshot base or source and the other as a snapshot repository. The snapshot base virtual drive
contains the data that is stored in the snapshot repository virtual drive.

Follow these steps to enable MegaRAID Recovery.

1.

Click a virtual drive icon in the right panel on the WebBIOS configuration utility main dialog to access the Virtual
Drive dialog.

The Virtual Drive dialog appears.

Click Adv Opers in the Operations panel of the dialog and click Go.

The Advanced Operations dialog appears.

Click Enable MegaRAID Recovery and click Go.

The Enable MegaRAID Recovery dialog appears, as shown in the following figure.

Figure 96 Enable MegaRAID Recovery Dialog
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Select a virtual drive from the list of virtual drives in the Snapshot Repository drop-down list.

This setting is the snapshot repository virtual drive. This drive stores the snapshot data. Make sure you select a
snapshot repository virtual drive with enough available capacity. The available capacity is the largest free block of
capacity on the selected repository.
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NOTE A virtual drive and a snapshot repository virtual drive can be
associated with the same drives or a common set of drives, or the two
virtual drives can be located on two completely separate set of drives.
Using a separate set of drives for the virtual drive and the snapshot
repository virtual drives provides a performance advantage over using
a common set of drives.

Click the Update Capacity button to determine the available capacity of the selected repository.

ATTENTION Do not select the virtual drive containing the operating system as the
snapshot repository. Updates to the operating system crashes can
destroy data on that virtual drive

In the Allocated Capacity for snapshots field, select the available capacity in the snapshot repository to use for
changes to the virtual drive.

The capacity is dependent on how write-intensive the application is of which you are taking snapshots. The
available capacity is the largest free block of capacity on the snapshot repository virtual drive.

NOTE If you use all of the space of the snapshot repository virtual drive, you
will not have space to create a snapshot and a view, because of
insufficient space.

ATTENTION Copy all of your data to another virtual drive before you select this
option. If any existing data exists on this virtual drive, it will be lost.

Click Next.

The snapshot settings dialog appears, as shown in Figure 101.

Click Finish.

A confirmation dialog appears.

Confirm that you want to make these selections.

This virtual drive becomes a snapshot repository. Use it only for storing snapshot-related data.

ATTENTION After you enable snapshots on this virtual drive, you cannot change
the allocated percentage of capacity or the snapshot repository
without first disabling snapshots and losing any snapshot data.

You can use WebBIOS to create up to eight snapshots of a volume. WebBIOS shows the snapshots in chronological
order from the oldest to the newest. Each snapshot is a PiT snapshot of the virtual drive that is the snapshot base. First,
create the snapshot base virtual drive, and then create the snapshot.

After you create the snapshots, you can create views of the PiT snapshots. You can search the views to find a snapshot
that does not contain the corrupt data or a snapshot that contains the deleted data, depending on the situation. After
you create a snapshot, you can reboot and roll back to a snapshot to restore data.

Follow these steps to create a snapshot.

1.

Enable MegaRAID Recovery.

See Enabling the Recovery Advanced Software, for the procedure used to enable MegaRAID Recovery in
WebBIOS.

Click on the virtual drive in the Logical View on the main dialog to go to the operations for the virtual drive.
The Virtual Drive dialog appears.
Click Adv Ops in the Operations panel.
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4. Click Go in the Operations panel.
The Advanced Operations dialog appears.
5. (Click Manage Snapshots.
The Virtual Drive Properties dialog appears, as shown in the following figure.

Figure 97 Virtual Drive Properties Dialog
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6. Enter a snapshot name in the Snapshot name field, and click Create Snapshot.
This action creates a snapshot that appears as a link in the Snapshot Timeline.
7. Click the link of a specific snapshot.
The snapshot details appear.
8. Click Advanced.
The Snapshot Settings dialog appears, as shown in Figure 101.
9. Click Create View.
The Create View dialog appears, as shown in the following figure.
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Figure 98 Create View Dialog
MegaRAID BIOS Config Utility Create View
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10. Enter a view name in the View Name field, specify the capacity of the view in the Write Capacity field, and click

Ok.
This action creates the view. After you create a view, you can view details about both the snapshot and the view

on a single page, as shown in the following figure.
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Figure 99 Snapshot Info Dialog
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Creating Concurrent Snapshots

If you have created multiple snapshot base virtual drives, you can create snapshots on all of them at one time

(concurrent snapshots). Each snapshot has the same name and time stamp.

Follow these steps to create concurrent snapshots.

1.

Click Controller Properties on the WebBIOS main dialog.

Keep clicking Next till you reach the fourth Controller Properties dialog.
In the fourth Controller Properties dialog, click Create in the Snapshot field.
The Create Snapshots dialog appears, as shown in the following figure.

The first Controller Properties dialog appears. There are four Controller Properties dialogs.
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Figure 100 Create Snapshots Dialog
MegaRAID BIOS Config Utility Create Snapshots
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Enter a snapshot name in the Snapshot Name field.
5. Select the virtual drives on which you want to create concurrent snapshots.
Click OK.

This action creates a snapshot with same name and the same timestamp on all of the selected snapshot base
virtual drives.

You can use the Snapshot Settings dialog to perform the following actions:

m  Take a snapshot on reboot.

This action takes a snapshot of the virtual drive when you reboot after every successful system shutdown. This
feature is mainly intended to take a snapshot of boot virtual drives to allow the operating system to be restored in
case of corruption.

m  Enable automatic deletion of a snapshot.
This action deletes the oldest snapshot automatically and lets you create a new snapshot.

Follow these steps to enable the snapshot settings.

1. Click a virtual drive icon in the right panel on the WebBIOS configuration utility main dialog.
The Virtual Drive dialog appears.
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2. Select Adv Opers and click Go.
The Advanced Operations dialog appears.
3. C(lick Manage Snapshots.
The Virtual Drive Properties dialog appears.
4, Click Advanced.
The Snapshot Settings dialog appears, as shown in the following figure.

Figure 101 Snapshot Settings Dialog
MegaRAID BIOS Config Utility Snapshot Settings

Snapshot Settings

Antomatically delete the oldest snapshot
atop tracking snapshots

Take Snapshot On every reboot

5. Select the Take Snapshot on every Reboot check box, or select the Automatically delete the oldest snapshot
radio button, or select the Stop tracking snapshots radio button.

6. Click Finish.
4.12.6 Viewing Snapshot Properties

You can view the properties of a snapshot, such as the total capacity, capacity used, and capacity available.
Follow these steps to view snapshot properties.

1. Click a virtual drive icon in the right panel on the WebBIOS configuration utility main dialog.
The Virtual Drive dialog appears, as shown in the following figure.
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Figure 102 Virtual Drive Dialog
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NOTE

2.

If High Availability DAS is supported on the controller, a Provide
Shared Access check box appears in the Policies box.

Click Snapshot Properties.

The Snapshot Repository Properties dialog appears, as shown in the following figure.
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Figure 103 Snapshot Repository Properties Dialog
MegaRAID BIDS Config Utility Snapshot Repository Properties
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3. Click OK to return to the Virtual Drive dialog.
4.12.7 Restoring a Virtual Drive by Rolling Back to a Snapshot

You can roll back to a previous point-in-time snapshot to recover an entire volume. This action is often used where
there are malicious files that cannot be traced. Reboot the system, and then roll back to a snapshot that does not have
the malicious or corrupt files.

Follow these steps to roll back the volume version to an earlier version.

After you determine there are malicious or corrupt files, start the WebBIOS configuration utility.
2. Access the Virtual Drive dialog by clicking on a virtual drive icon in the right panel on the WebBIOS configuration
utility main dialog.
The Virtual Drive dialog appears.
3. Click the Adv Opers radio button, and click Go.
The Advanced Operations dialog appears, as shown in the following figure.
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Figure 104 Advanced Operations Dialog
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4, Select a snapshot from the drop-down list.

If the volume is still damaged, continue to select from the next most current PiT snapshot to the oldest.

5. Click Go.

The system rolls back to the selected PiT snapshot and returns you to a snapshot that does not have the malicious

or corrupt files.

Cleaning Up a Snapshot Repository

The clean up option can be performed only on a snapshot repository virtual drive. Perform a cleanup if a snapshot
base virtual drive goes offline and the snapshot repository virtual drive is still connected to the system. After you
perform the cleanup, memory that was allocated to the offline base virtual drives will be available to the snapshot

repository virtual drive.
Follow these steps to clean up a snapshot repository.

1. Access the Virtual Drive dialog by clicking a snapshot repository virtual drive icon
WebBIOS configuration utility main dialog.

The Virtual Drive dialog appears, as shown in the following figure.

in the right panel on the
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Figure 105 Virtual Drive Dialog
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NOTE

2. Click the AdvOpers radio

If High Availability DAS is supported on the controller, a Provide
Shared Access check box appears in the Policies box.

button, and click Go.

The Advanced Operations dialog appears, as shown in the following figure.
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Figure 106 Advanced Operations Dialog
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3. Select the Cleanup Snapshot Repository.
4, Click Go.
This action cleans up the snapshot repository.

4.13 Non-SED Secure Erase

This section describes the procedure used to securely erase data on non self-encrypting drives (Non-SEDs), which are
normal HDDs.

4.13.1 Erasing a Non-SED Physical Drive

Follow these steps for non-SED secure erase.

1. Go to the Physical view in the WebBIOS main menu.
2. Click the physical drive node.
3. Select the Drive Erase radio button, as shown in the following figure, and click Go.
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Figure 107 Physical Drive Dialog
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The Mode Selection - Drive Erase dialog appears.
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Click OK.
A confirmation message dialog appears.

6. Click Yes to proceed.

4.13.1.1 Drive Erase Progress

Physical drives, erase operation is generally a time-consuming operation and is p
Follow these steps to check the progress of a physical drive erase operation.
1. Click the Drives link in the left panel on the WebBIOS main dialog.

The Drive Erase Progress appears, as shown in the following figure.
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Figure 109 Drive Erase Progress
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2. To abort drive erase, select the check box for the operation that you want to abort and click Abort.
4.13.2 Virtual Drive Erase

Virtual drive erase is a background operation.
Follow these steps to perform the virtual drive erase operation.

Go to the Logical view.
2. Click on the Virtual Drive node.
The Virtual Drive dialog appears.
3. Click Adv Opers and click Go.
The Advanced Operations dialog appears.
4. Select the Virtual Drive Erase radio button, and click Go.
The Mode Selection - Drive Erase dialog appears.
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Figure 110 Mode Selection-Drive Erase
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5. Select any of the following options.
— Simple (Alt + S) — After you select this option and click OK,; if the Delete Virtual Drive after Erase check box
is selected, a confirmation dialog appears.

— Normal (Alt + N) - After you select this option and click OK, if the Delete Virtual Drive after Erase check box
is selected, a confirmation dialog appears.

— Thorough (Alt + T) — After you select this option and click OK, if the Delete Virtual Drive after Erase check
box is selected, a confirmation dialog appears.

— Delete Virtual Drive after Erase (Alt + D) - If you select this option, the virtual drive is erased, and a
confirmation dialog appears.

— OK (Alt + O) - Click OK and, if the Delete Virtual Drive after Erasecheck box is selected a confirmation
dialog appears.

— Cancel (Alt + C) - Clicking this option, closes the dialog, and the WebBIOS navigates back to the Virtual
Drive dialog.

4.13.2.1 Group Show Progress for Virtual Drive Erase
The virtual drive erase operation is a time-consuming operation, and it is performed as a background task.
Follow these steps to view the progress of virtual drive erase.

1. Click the Virtual Drives link on the WebBIOS main menu.
The Virtual Drives dialog appears, as shown in the following figure.
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Figure 111 Virtual Drive Dialog

2. To abort the virtual drive erase, select the check box of the operation you want to abort, click Abort.

4.14 Viewing System Event Information

The SAS controller firmware monitors the activity and performance of all storage configurations and devices in the
system. When an event occurs (such as the creation of a new virtual drive or the removal of a drive) an event message
is generated and is stored in the controller NVRAM.

You can use the WebBIOS configuration utility to view these event messages. To do this, click Events on the main
WebBIOS configuration utility dialog. The Event Information dialog appears, as shown in the following figure.
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Figure 112 Event Information Dialog
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The right side of the dialog is blank until you select an event to view. TheFirst Sequence and Last Sequence fields in
the upper left of the dialog show you how many event entries are currently stored.

To view event information, follow these steps:

1.

Select an event locale from the Event Locale drop-down list. For example, select Enclosure to view events
relating to the drive enclosure.

Select an event class: Information, Warning, Critical, Fatal,or Dead.

Enter a start sequence number, between the first sequence and the last sequence numbers.
The higher the number, the more recent the event.

Enter the number of events of this type that you want to view, and click Go.

The first event in the sequence appears in the right panel.

Click Next to page forward or Prev to page backward through the sequence of events.

Optionally, select different event criteria in the left panel, and click Go again to view a different sequence of
events.

Each event entry includes a time stamp and a description to help you determine when the event occurred and what it
was.
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Managing Configurations

This section includes information about maintaining and managing storage configurations.

You should periodically run a consistency check on fault-tolerant virtual drives. A consistency check verifies that the
redundancy data is correct and available for RAID 1, RAID 5, RAID 6, RAID 10, RAID 50, and RAID 60 drive groups. To do
this, follow these steps:

On the main WebBIOS configuration utility main dialog, select a virtual drive.

Click Virtual Drives.

When the Virtual Drive dialog appears, select CC in the lower-left panel, and click Go.

The consistency check begins.

If the WebBIOS configuration utility finds a difference between the data and the parity value on the redundant drive
group, it assumes that the data is accurate and automatically corrects the parity value. Be sure to back up the data
before running a consistency check if you think the data might be corrupted.

You can delete any virtual drive on the controller if you want to reuse that space for a new virtual drive. The WebBIOS
configuration utility provides a list of configurable drive groups where there is a space to configure. If multiple virtual
drives are defined on a single drive group, you can delete a virtual drive without deleting the whole drive group.

ATTENTION Back up any data that you want to keep before you delete the virtual
drive.

To delete a virtual drive, follow these steps.
1. Access the Virtual Drive dialog by clicking a virtual drive icon in the right panel on the WebBIOS configuration
utility main dialog.
The Virtual Drive dialog appears.
Select Delete in the bottom panel under the heading Operations, and click Go.
When the message appears, confirm that you want to delete the virtual drive.

If a virtual drive is associated with a CacheCade virtual drive with a write policy, the following confirmation dialog
appears. If a virtual drive is not associated with a CacheCade virtual drive, a different confirmation dialog appears.

LSI Corporation
-152-



MegaRAID SAS Software User Guide Chapter 4: WebBIOS Configuration Utility
August 2013 Managing Configurations

Figure 113 WebBIOS CU Confirmation Dialog
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4. Click Yes to delete the virtual drive.

NOTE You may select the Force the delete to complete quickly check box
to quickly complete the delete operation. It is however, not
recommended to perform this action.

Aforeign configuration is a storage configuration that already exists on a replacement set of drives that you install in a
computer system. In addition, if one or more drives are removed from a configuration, by a cable pull or drive removal,
for example, the configuration on those drives is considered a foreign configuration by the RAID controller.

The WebBIOS CU allows you to import the foreign configuration to the RAID controller, or to clear the configuration so
you can create a new configuration using these drives.

NOTE When you create a new configuration, the WebBIOS CU shows only the
unconfigured drives. Drives that have existing configurations,
including foreign configurations, do not appear. To use drives with
existing configurations, you must first clear the configuration on those
drives.

If WebBIOS configuration utility detects a foreign configuration, the Foreign Configuration dialog appears, as shown
in the following figure.
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Figure 114 Foreign Configuration Dialog
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Follow these steps to import or clear a foreign configuration.

1. Click the drop-down list to show the configurations.

The GUID (Global Unique Identifier) entries on the drop-down list are OEM names and will vary from one
installation to another.

Either select a configuration, or select All Configurations.
Perform one of the following steps:

— Click Preview to preview the foreign configurations. The Foreign Configuration Preview dialog appears, as
shown in the following figure.

— Click Clear to clear the foreign configurations and reuse the drives for another virtual drive.

If you click Cancel, it cancels the importation or preview of the foreign configuration.
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Figure 115 Foreign Configuration Preview Dialog
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The right panel shows the virtual drive properties of the foreign configuration. In this example, there are two
RAID 1 virtual drives with 67.843 GB each. The left panel shows the drives in the foreign configuration.

4. Click Import to import these foreign configurations and use them on this controller.
If you click Cancel, you return to the Foreign Configuration Dialog.

4.15.3.1 Foreign Configurations in Cable Pull and Drive Removal Scenarios

If one or more drives are removed from a configuration, by a cable pull or drive removal, for example, the
configuration on those drives is considered a foreign configuration by the RAID controller.

Use the Foreign Configuration Preview dialog to import or clear the foreign configuration in each case. The import
procedure and clear procedure are described in Importing or Clearing a Foreign Configuration.

The following scenarios can occur with cable pulls or drive removals.

NOTE To import the foreign configuration in any of the following scenarios,
you should have all of the drives in the enclosure before you perform
the import operation.
m  Scenario 1:If all of the drives in a configuration are removed and re-inserted, the controller considers the drives to
have foreign configurations.
Import or clear the foreign configuration. If you select Import, automatic rebuilds will occur in redundant virtual
drives.
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NOTE Start a consistency check immediately after the rebuild is complete to
ensure data integrity for the virtual drives. See Running a Consistency
Check, for more information about checking data consistency
m  Scenario 2: If some of the drives in a configuration are removed and re-inserted, the controller considers the
drives to have foreign configurations.

Import or clear the foreign configuration. If you select Import, automatic rebuilds will occur in redundant virtual
drives.

NOTE Start a consistency check immediately after the rebuild is complete to
ensure data integrity for the virtual drives. See Running a Consistency
Check, for more information about checking data consistency.
m  Scenario 3: If all of the drives in a virtual drive are removed, but at different times, and re-inserted, the controller
considers the drives to have foreign configurations.

Import or clear the foreign configuration. If you select Import, all drives that were pulled before the virtual drive
became offline will be imported and then automatically rebuilt. Automatic rebuilds will occur in redundant virtual
drives.

m  Scenario 4: If the drives in a non-redundant virtual drive are removed, the controller considers the drives to have
foreign configurations.

Import or clear the foreign configuration. No rebuilds occur after the import operation because there is no
redundant data to rebuild the drives with.

Importing Foreign Configurations from Integrated RAID to MegaRAID

The LSl Integrated RAID solution simplifies the configuration options and provides firmware support in its host
controllers. LS| offers two types of Integrated RAID (IR): Integrated Mirroring (IM) and Integrated Striping (IS).

You can import an IM or IS RAID configuration from an IR system into a MegaRAID system. The MegaRAID system
treats the IR configuration as a foreign configuration. You can import or clear the IR configuration.

NOTE For more information about Integrated RAID, refer to the Integrated
RAID for SAS User’s Guide. You can find this document on the LSI
website.

Troubleshooting Information

An IR virtual drive can have either 64 MB or 512 MB available for metadata at the end of the drive. This data is in LSI
Data Format (LDF). MegaRAID virtual drives have 512 MB for metadata at the end of the drive in the Disk Data Format
(DDF).

To import an IR virtual drive into MegaRAID, the IR virtual drive must have 512 MB in the metadata, which is the same
amount of mega data as in a MegaRAID virtual drive. If the IR virtual drive has only 64 MB when you attempt to import
it into MegaRAID, the import will fail because the last 448 MB of your data will be overwritten and the data lost.

If your IR virtual drive has only 64 MB for metadata at the end of the drive, you cannot import the virtual drive into
MegaRAID. You need to use another upgrade method, such as backup/restore to the upgraded virtual drive type.

To import an IR virtual drive into a MegaRAID system, use the Foreign Configuration Preview dialog to import or
clear the foreign configuration. The import procedure and the clear procedure are described in Section Importing or
Clearing a Foreign Configuration.
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After you create a security key, you can run a scan for a foreign configuration and import a locked configuration. (You
can import unsecured or unlocked configurations when security is disabled.) A foreign configuration is a RAID
configuration that already exists on a replacement set of drives that you install in a computer system. You can use the
WeDbBIOS configuration utility to import the existing configuration to the RAID controller or clear the configuration so
you can create a new one.

See Importing or Clearing a Foreign Configuration, for the procedures used to import or clear a foreign configuration.

To import a foreign configuration, you must first enable security to allow importation of locked foreign drives. If the
drives are locked and the controller security is disabled, you cannot import the foreign drives. Only unlocked drives
can be imported when security is disabled.

After you enable the security, you can import the locked drives. To import the locked drives, you must provide the
security key used to secure them. Verify whether any drives are left to import as the locked drives can use different
security keys. If there are any drives left, repeat the import process for the remaining drives. After all of the drives are
imported, there is no configuration to import.

As the amount of data and the number of drives in your system increase, you can use RAID-level migration to change
a virtual drive from one RAID level to another. You do not have to power down or restart the system. When you
migrate a virtual drive, you can keep the same number of drives, or you can add drives. You can use the WebBIOS
configuration utility to migrate the RAID level of an existing virtual drive.

NOTE While you can apply RAID-level migration at any time, you should do
so when there are no reboots. Many operating systems issues I/O
operations serially (one at a time) during boot. With a RAID-level
migration running, a boot can often take more than 15 minutes.

Migrations are allowed for the following RAID levels:

= RAIDOtoRAID 1
RAID 0 to RAID 5
RAID 0 to RAID 6
RAID 1 to RAID O
RAID 1 to RAID 5
RAID 1 to RAID 6
RAID 5 to RAID 0
RAID 5 to RAID 6
RAID6to RAID 0O
= RAID6to RAID 5

Additional Drives Required for RAID-Level Migration

The following table lists the number of additional drives required when you change the RAID level of a virtual drive.

Table 23 Additional Drives Required for RAID-Level Migration

From RAID Level to RAID Level Original Number of Drives in Drive Group Additional Drives Required
RAID 0 to RAID 1 RAID 0: 1 drive 1
RAID 0 to RAID 5 RAID 0: 1 drive 2
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From RAID Level to RAID Level Original Number of Drives in Drive Group Additional Drives Required
RAID 0 to RAID 6 RAID 0: 1 drive 3
RAID 1 to RAID 5 RAID 1: 2 drives 1
RAID 1 to RAID 6 RAID 1: 2 drives 1
4.15.5.2 Migrating the RAID Level

Follow these steps to migrate the RAID level:

NOTE Back up any data that you want to keep before you change the RAID
level of the virtual drive.

On the main WebBIOS configuration utility main dialog, select Virtual Drives.

2. Choose your virtual drive from the list. If only one virtual drive is configured, you will automatically be taken to the
Virtual Drives menu.

3. From the Virtual Drives menu, select Properties.
From the Properties menu, select Adv Opers under the Advanced Operations heading.
The Advanced Operationsdialog appears, as shown in the following figure.

Figure 116 Advanced Operations Dialog
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5. Select either Change RAID Level or Change RAID Level and Add Drive.

— If you select Change RAID Level, change the RAID level from the drop-down list.
— Ifyou select Change RAID Level and Add Drive, change the RAID level from the drop-down list, and select
one or more drives to add from the list of drives.

The available RAID levels are limited, based on the current RAID level of the virtual drive plus the number of drives
available.
Click Go.

7.  When the message appears, confirm that you want to migrate the RAID level of the virtual drive.

A reconstruction operation begins on the virtual drive. You must wait until the reconstruction is completed before you
perform any other tasks in the WebBIOS configuration utility.
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When you insert a new drive on a MegaRAID system, if the inserted drive does not contain valid DDF metadata, the
drive displays as JBOD. If the drive does contain valid DDF metadata, its drive state is Unconfigured Good.

A new drive in JBOD drive state is exposed to the host operating system as a stand-alone drive. Drives in JBOD drive
state are not part of the RAID configuration because they do not have valid DDF records. The operating system can
install and run anything on JBOD drives.

Automatic rebuilds always occur when the drive slot status changes, for example, when you insert a drive or remove a
drive, so that a hot spare can be used. However, a new drive in JBOD drive state (without a valid DDF record), will not
perform an automatic rebuild.

To start an automatic rebuild on the new JBOD drive, you must change the drive state from JBOD to Unconfigured
Good. (Rebuilds start only on Unconfigured Good drives.) After you set the drive state to Unconfigured Good, the
drive state information always remains on the drive, and you can use the drive for configuration.

See Troubleshooting Information, for more information about DDF and metadata.
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Chapter 5: The HIl Configuration Utility
Starting the HIl Configuration Utility

The LSI® MegaRAID® Human Interface Infrastructure (HIl) configuration utility is a tool for configuring controllers,
physical disks, and virtual disks, and for performing other configuration tasks in a pre-boot, Unified Extensible
Firmware Interface (UEFI) environment.

Starting the HIl Configuration Utility

Follow these steps to start the HIl configuration utility and to access the main configuration menu.

1.

Boot the computer and press the appropriate key to start the setup utility during bootup.

NOTE The startup key might be F2 or F1 or some other key, depending on the
system implementation. Refer to the on-screen text or the
vendor-specific documentation for more information.

When the initial window appears, highlight System Settings and press Enter.

The System Settings dialog appears.
Highlight Storage and press Enter.
The Controller Selection menu appears.

The Controller Selection menu dialog lists the LS| MegaRAID controllers installed in your computer system. Use
the PCl slot number to differentiate between controllers of the same type.

Use the arrow keys to highlight the controller you want to configure and press Enter.

The Main Menu appears.

When the controller is running is Safe Mode, the Main Menu includes the warning message as shown in the

following figure.

Figure 117 Main Menu - Safe Mode
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— Select Configuration Management to perform tasks such as creating virtual drives, viewing drive group
properties, viewing hotspare information, and clearing a configuration. For more information, see Managing

Configurations.
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— Select Controller Management to view and manage controller properties and to perform tasks such as
clearing configurations, scheduling and running controller events, and running patrol reads. For more
information, see Managing Controllers.

— Select Virtual Drive Management to perform tasks, such as viewing virtual drive properties, locating virtual
drives, and running a consistency check. For more information, see Managing Virtual Drives.

— Select Drive Management to view physical drive properties and to perform tasks such as locating drives,
initializing drives, and rebuilding a drive after a drive failure. For more information, see Managing Physical
Drives.

— Select Hardware Components to view battery properties, manage batteries, and manage enclosures. For
more information, see Managing Hardware Components.

Critical Boot Error Message

The HII Configuration Utility shows an error dialog with the title Critical Message, if preserved cache related to a
missing drive in a virtual drive exists. This message can occur if a drive has failed or accidentally disconnected from the
system, or for any other reason the drive is not visible to the system. This message appears pre-POST and must be
addressed to continue a boot.

If this message appears when the system is started, perform these steps to resolve the problem:

1. Check the cabling that connects all of the drives to the system. Make sure that all of the cables are well connected
and that the host bus adapter (if applicable) is securely seated in its slot.
If your system has activity LEDs, make sure that all of the LEDs do not show a fault.

If a cabling or connection issue does not exist with the physical drives, the problem might be the driver. Press C or
Y in the input field when prompted by the critical boot error dialog until no more dialogs appear. Then press Esc
to exit, and the driver installs.

4. If these steps do not fix the problem, contact the LSI Customer Support team for further assistance.

Managing Configurations

When you select Configuration Management on the Main Menu, the Configuration Management menu appears,
as shown in the following figure.
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Figure 118 Configuration Management Menu
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The following sections explain each configuration management option.

NOTE Only the first two menu options appear if no virtual drives have been
created on this controller. The Make JBOD and Make Unconfigured
Good options are included for some controllers. (See Make
Unconfigured Good and Make JBOD.)

The Manage Foreign Configuration option is included for some
configurations. (See Managing Foreign Configurations.)

To create a virtual drive from a profile, perform the following steps:

Select Configuration Management from the Main Menu.

Select Create Virtual Drive from the Configuration Management menu.

Select Generic RAID 0 from the Create Virtual Drive menu.

Choose an option from the Drive Selection Criteria field (if there is more than one option).

i N

Select Save Configuration to create the chosen profile.

The Create Virtual Drive dialog appears when you select Create Virtual Drive from the Configuration
Management menu.

6. Select a RAID level profile for the virtual drive from the list.

The available RAID levels are listed in the help text of the Create Configuration dialog. Some system
configurations do not support all these RAID levels.

The Generic RO dialog appears after selecting a RAID level profile.
The small red arrow at the bottom of the dialog indicates that you can scroll down to view more information.

NOTE The red arrow appears when there is too much information to display
in one window. The amount of information that can be displayed in
one window depends on the capabilities of the Hll browser. The Save
Configuration option is not displayed in the previous figure.
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You can create a virtual drive by using the profile shown in the previous figure. The following table describes the
profile options.

Table 24 Virtual Drive Creation Profile Options

Option Description

Drive Selection Criteria | You need to select one of the various combinations of options that exist. If only one option is
possible, only one option appears.

Profile Parameters:

Virtual Drive Name Displays the name of the virtual drive.

RAID Level Displays the RAID level based on the profile selected. For example, if the profile selected is
Generic RAID 0, RAID 0 is displayed.

Virtual Drive Size Displays the amount of virtual drive storage space. By default, the maximum capacity available
for the virtual drive is displayed.

Power Save Mode Displays the selected Power Save Mode of the five available options: None, Auto, Max, Max
without Cache, and Controller Defined.

Strip Size Displays the strip element size for the virtual drive. Drive Stripping involves partitioning each
physical drive storage space in strips of the following sizes: 8 KB, 16 KB, 32 KB, 64 KB, 128 KB,
256 KB, 512 KB, 1 MB.

Read Policy Displays the read cache policy for the virtual drive. For any profile, if the drive is an SSD drive, the
No Read Ahead option is displayed. Otherwise, the Default option is displayed. The possible
options follow:

m  Default - A virtual drive property that indicates whether the default read policy is Read
Ahead or No Read Ahead.

m  Read Ahead - Permits the controller to read requested data and store the additional data
in cache memory, anticipating that the data is required soon.

m  No Read Ahead - Specifies that the controller does not use Read Ahead for the current
virtual drive.

Write Policy Displays the write cache policy for the virtual drive. For any profile, if the drive is an SSD drive,
the Write Through option is displayed. Otherwise, the Always Write Back option is displayed.
The possible options follow:

m  Default - A virtual drive property that indicates whether the default write policy is Write
Through or Write Back.

m  Write Through - Eliminates the risk of losing cached data in case of power failure.
However, it might result in slower performance.

m  Write Back with BBU - In Write-Back Caching mode, the controller sends a data transfer
completion signal to the host when the controller cache has received all of the datain a
drive write transaction. Data is written to the drive subsystem in accordance with policies
set up by the controller. These policies include the amount of dirty/clean cache lines, the
number of cache lines available, and elapsed time from the last cache flush.

m  Force Write Back - A data transfer completion signal is sent o the host when the controller
cache has received all of the data in a transaction.

I/0 Policy Displays the Input/Output policy for the virtual drive. For any profile, if the drive is an SSD drive,
the Direct option is displayed. The possible options follow:

m  Default - A virtual drive property that indicates whether the default 1/0 policy is Direct 10
or Cached 10.

m  Direct 10 - Data reads are not buffered in the cache memory. Data is transferred to the
cache and the host concurrently. If the same data block is read again, it comes from the
cache memory. (The I/0 policy applies to reads on a specific virtual drive. It does not affect
the read ahead cache.)

m  Cached 10 - All reads are buffered in cache.

Access Policy The access policy for the virtual drive. The options are Read/Write and Read Only.
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Option

Description

and Disable.

Disk Cache Policy Displays the virtual drive cache setting. The possible options are Unchanged, Enable,

Default Initialization | Displays the virtual drive initialization setting. The Default Initialization displays the
following options:

m  No - Do notinitialize the virtual drive.
m  Fast - Initializes the first 100 MB on the virtual drive.
m  Full - Initializes the entire virtual drive.

Save Configuration Saves the configuration that the wizard created.

The following dialog appears when you select Create Virtual Drive - Advanced from the Configuration

Management menu.

Figure 119 Create Configuration Window
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The small red arrow at the bottom of the window indicates that you can scroll down to view more information.

NOTE The red arrow appears when there is too much information to display
in one dialog. The amount of information that can be displayed in one
dialog depends upon the capabilities of the HIl browser.

Perform these steps to select options for a new configuration (that is, a new virtual drive) on the controller.

1. Highlight the Select RAID Level field and press Enter.
2. Select a RAID level for the virtual drive from the pop-up menu.

The available RAID levels are listed in the help text of the Create Configuration dialog. Some system
configurations do not support all these RAID levels. See Table 26 for brief descriptions of the RAID levels.

3. To view the Secure Virtual Drive field, enable security and attach an FDE drive. If either is missing, the field is

grayed out.

4, To view the Protect Virtual Drive field, enable protection and attach a protected drive. If either is missing, the

field is grayed out.

5. If the security key is enabled, highlight the Protect Virtual Drive field to secure the new virtual drive.
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This field is not available unless the security feature is already enabled.

6. If protection is enabled, highlight the Protect Virtual Drive field to protect the new virtual drive with a password.
This field is not available unless protection is already enabled on the controller.

7. Highlight the Select Drives From field, press Enter, and select Unconfigured Capacity or Free Capacity.

Free capacity means the new virtual drive is created from unused (free) drive capacity that is already part of a
virtual drive. Unconfigured capacity means the new virtual drive is created on previously unconfigured drives.

Highlight the Virtual Drive Name field, press Enter, and enter a name for the new virtual drive.

(Optional) Change the Virtual Drive Size Unit value by highlighting this field, pressing Enter, and selecting a
value from the pop-up menu.

The options are MB, GB, and TB.

10. (Optional) Change the default values for Strip Size, Read Policy, Write Policy, I/0 Policy, Access Policy, Drive
Cache, Disable Background Initialization, and Default Initialization.

See Table 25 for descriptions of these options.
11. Highlight Select Drives and press Enter.
The following dialog appears.

Figure 120 Select Drives Window

Jelect Drives
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Follow these steps to select physical drives for the new virtual drive.

1. (Optional) Change the default Select Media Type by highlighting this field, pressing Enter, and selecting an
option from the pop-up menu.
The choices are HDD and SSD. Combining HDDs and SSDs in a single virtual drive is not supported.

2. (Optional) Change the default Select Interface Type by highlighting this field, pressing Enter, and selecting an
option from the pop-up menu.

The choices are SAS, SATA, and Both. Depending on the configuration of your system, combining SAS and SATA
drives in a virtual drive might not be supported.

3. Select physical drives for the virtual drive by highlighting each drive and pressing the spacebar to select it. A small
red arrow at the bottom of the window indicates you can scroll down to view more drives.

NOTE The red arrow appears when there is too much information to display
in one dialog. The amount of information that can be displayed in one
dialog depends on the capabilities of the HIl browser.

LSI Corporation
-165-



MegaRAID SAS Software User Guide Chapter 5: The HIl Configuration Utility

August 2013

7.

Managing Configurations

Alternatively, use the Select All and Deselect All options at the bottom of the list of drives to select or deselect all
available drives. If you select drives of varying sizes, the usable space on each drive is restricted to the size of the
smallest selected drive.

NOTE Be sure to select the number of drives required by the specified RAID
level, or the HIl utility will return you to the root menu when you try to
create the virtual drive. For example, RAID 1 virtual drives use exactly
two drives, and RAID 5 virtual drives use three or more virtual drives.
See Table 26 for more information.

When you have selected all of the drives for the new virtual drive, highlight Apply Changes and press Enter to
create the virtual drive.

NOTE If you selected drives of varying sizes, the Hll utility shows a message
warning stating that the remaining free capacity on the larger drives
would be unusable.

If the warning message about different size capacities appears, press the spacebar to confirm the configuration,
then highlight Yes and press Enter.

The HIl utility returns you to the Create Configuration dialog.

Highlight Save Configuration and press Enter to create the virtual drive.
A message appears confirming that the configuration is being created.
Highlight OK and press Enter to acknowledge the confirmation message.

The following table describes the policies that you can change when creating a virtual drive.

Table 25 Virtual Drive Policies

Property Description

Strip Size The virtual drive strip size per DDF. The possible values are as follows:

0: 512 bytes
1: 1 KB
2:2KB

|
| |
| |
m  3:4KB
|
|
|

8:1 MB

Read Policy The read cache policy for the virtual drive. The possible values are as follows:

m  Ahead: The controller reads sequentially ahead of requested data and stores the additional data in
cache memory, anticipating that the data will be needed soon. This process speeds up reads for
sequential data, but provides little improvement when accessing random data.

m  Normal: Read-ahead capability is disabled.

Write Policy The write cache policy for the virtual drive. The possible values are as follows:

m  Write-through (WThru): The controller sends a data transfer completion signal to the host when
the virtual drive has received all of the data and has completed the write transaction to the drive.

m  Write-back (WBack): The controller sends a data transfer completion signal to the host when the
controller cache has received all of the data in a drive write transaction. Data is written to the virtual
drive in accordance with policies set up by the controller. These policies include the amount of dirty
and clean cache lines, the number of cache lines available, and the elapsed time from the last
cache flush.

m  Force Write Back.
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Property Description

I/0 Policy The 1/0 policy for the virtual drive. The possible values are as follows:

m  Direct: Data reads are not buffered in cache memory. Data is transferred to cache and the host
concurrently. If the same data block is read again, it comes from cache memory. (The I/0 policy
applies to reads on a specific virtual drive. It does not affect the read ahead cache.)

m  Cached: All reads are buffered in cache.

Access Policy The access policy for the virtual drive. The options are Read/Write, Read Only, and Blocked.

Drive Cache The disk cache policy for the virtual drive. The possible values are Unchanged, Enable, and Disable.

Disable Background Specifies whether background initialization is enabled or disabled. When BGl is enabled, the firmware
Initialization (BGI) runs the initialization process in the background. When BGl is disabled, the initialization process does not
start automatically and does not run in the background.

Default Initialization Allows choice of virtual drive initialization option. The possible options are No, Fast, and Slow.

The following table describes the RAID levels that you can select when creating a new virtual drive. Some system
configurations do not support RAID 6 and RAID 60.

Table 26 RAID Levels

Level Description

RAID 0 Uses data striping on two or more drives to provide high data throughput, especially for large files in an environment
that requires no data redundancy.

RAID 1 Uses data mirroring on pairs of drives so that data written to one drive is simultaneously written to the other drive.
RAID 1 works well for small databases or other small applications that require complete data redundancy.

RAID 5 Uses data striping and parity data across three or more drives (distributed parity) to provide high data throughput
and data redundancy, especially for applications that require random access.

RAID 6 Uses data striping and parity data across three or more drives (distributed parity) to provide high data throughput
and data redundancy, especially for applications that require random access. RAID 6 can survive the failure of
two drives.

RAID 10  |A combination of RAID 0 and RAID 1 that uses data striping across two mirrored drive groups. It provides high data
throughput and complete data redundancy.

RAID 50 A combination of RAID 0 and RAID 5 that uses data striping across two drive groups with parity data. It provides high
data throughput and complete data redundancy.

RAID 60 A combination of RAID 0 and RAID 6 that uses data striping across two drive groups with parity data. It provides high
data throughput and complete data redundancy. RAID 60 can survive the failure of two drives in each RAID set in the
spanned drive group.

A CacheCade’ virtual drive is a software virtual drive that enables SSDs to be configured as a secondary tier of cache to
maximize transactional I/O performance for read-intensive applications. The following window appears when you
select Create CacheCade Virtual Drive from the Virtual Drive Management window.
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Figure 121 Create CacheCade Virtual Drive Window
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Follow these steps to create a CacheCade virtual drive.

Highlight CacheCade Virtual Drive Name, press Enter, and enter a name for the virtual drive.
Highlight the RAID Level field and press Enter.
Select a RAID level for the CacheCade virtual drive from the pop-up menu.
The available RAID levels are listed in the help text of the Create Configuration window. Some system
configurations do not support all these RAID levels. See Table 26 for brief descriptions of the RAID levels.
Highlight the Write Cache Policy field and press Enter.
5. Select a write cache policy from the popup menu. The choices are as follows:
— Write Through: The controller sends a data transfer completion signal to the host when the virtual drive has
received all of the data and has completed the write transaction to the drive.

— Write Back: The controller sends a data transfer completion signal to the host when the controller cache has
received all of the data in a drive write transaction. Data is written to the virtual drive in accordance with
policies set up by the controller. These policies include the amount of dirty and clean cache lines, the number
of cache lines available, and the elapsed time from the last cache flush.

— Force Write Back.

6. Highlight the available SSD drives listed in the window and press the spacebar to select them.
Alternatively, highlight Select All and press Enter to select all available SSD drives for the virtual drive.

7.  When you have selected all the SSD drives, highlight Create CacheCade Virtual Drive and press Enter to create
the virtual drive.

The following window appears when you select View Drive Group Properties from the Virtual Drive
Management menu.
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Figure 122 View Drive Group Properties Window
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A drive group is a logical grouping of drives attached to a RAID controller on which one or more virtual drives can be
created. Each virtual drive in the drive group must be configured with the same RAID level. This figure shows
information for one drive group.

In this window, the Capacity Allocation entry for each drive group displays associated virtual drives for the drive
group. The window also indicates whether the drive group is secured and protected. To see how much free space is
available in the drive group, highlight a Capacity Allocation field and press Enter. The information appears in a
popup window.

To view all the assigned global hot spare drives on the controller, select View Global HotSpares on the
Configuration Management menu. The following figure shows a sample of the View Global Hot Spare
Drives dialog

Figure 123 View Global Hot Spare Drives
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Press Esc to exit this window when you are finished viewing information.
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The Warning message dialog appears when you select Clear Configuration from the Configuration Management
menu.

As stated in the warning text, this command deletes all virtual drives and hot spare drives attached to the controller.

CAUTION All data on the virtual drives is erased. If you want to keep this data, be
sure you back it up before using this command.

To complete the command, follow these steps:

1. Highlight the brackets next to Confirm and press the spacebar.
An X appears in the brackets.
2. Highlight Yes and press Enter.
A success message appears.
3. Highlight OK and press Enter.
The HII Utility clears the configuration and returns you to the Configuration Management menu.

When you power down a controller and insert a new physical drive, if the inserted drive does not contain valid DDF
metadata, the drive status is listed as JBOD (Just a Bunch of Drives) when you power the system again. If the drive
does contain valid DDF metadata, its drive state is Unconfigured Good. A new drive in the JBOD drive state is
exposed to the host operating system as a stand-alone drive. You cannot use JBOD drives to create a RAID
configuration, because they do not have valid DDF records. First, the drives must be converted to Unconfigured Good.

NOTE iMR controllers support JBOD drives, but controllers do not.
If the controller supports JBOD drives, the Configuration Management menu of the HIl utility includes options for

converting JBOD drives to Unconfigured Good, or vice versa.

NOTE If the controller supports JBOD drives, you can also change the status
of JBOD drives to Unconfigured Good when you create a new
configuration using the Create Configuration option.

Make Unconfigured Good

Follow these steps to change the status of JBOD drives to Unconfigured Good.

1. Highlight Make Unconfigured Good on the Configuration Management menu and press Enter.
The following dialog appears, listing information about the JBOD drives currently connected to the controller.
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5.3.7.2 Make JBOD

Perform these steps to change the status of Unconfigured Good drives to JBOD.

1.

Displays the maxinus
allowed unconligured
gond drives.

Scroll down, if necessary, to view other drives listed in the dialog.
Highlight each JBOD drive you want to make Unconfigured Good and press the spacebar to select it.

Highlight OK (at the bottom of the JBOD drive list) and press Enter to convert the JBOD drives to Unconfigured
Good status.

Highlight Make JBOD on the Configuration Management menu and press Enter.
The Make JBOD dialog appears listing the Unconfigured Good drives currently connected to the controller.
Highlight each drive you want to convert to JBOD status and press the spacebar to select it.

Highlight OK and press Enter to convert the Unconfigured Good drives to JBOD status.

Chapter 5: The HIl Configuration Utility
Managing Configurations

The following dialog appears when you select Manage Foreign Configuration from the Configuration
Management menu.
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Figure 125 Manage Foreign Configuration
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A foreign configuration is a virtual disk that was created on another controller, and whose member drives have been
moved to this controller.

The following sections explain how to preview and import a foreign configuration and how to clear a
foreign configuration.

Previewing and Importing a Foreign Configuration

You preview a foreign configuration prior to importing it or clearing it. Importing a foreign configuration means
activating an inactive virtual drive that you physically transferred to the controller from another system. You might be
unable to import a foreign configuration if any of the following conditions exist:

The volume state is not INACTIVE.

The volume state is either FAILED or MISSING.

The volume uses incompatible Gen1 metadata.

The maximum number of two RAID volumes already exist on this controller.

The maximum number of supported physical drives are already in use in active volumes on this controller. Global
hot spares also count because they need to be activated along with other drives in the foreign volume.

HIl displays the following message if you try to import a foreign configuration that is locked, and if drive security is
disabled on the controller.
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Figure 126 Enter Security Key for Locked Drives
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To successfully import the foreign configuration, follow the directions in the message.

Perform these steps to preview and import a foreign configuration.

1. Highlight Preview Foreign Configuration on the Manage Foreign Configuration menu and press Enter.
The following dialog appears, listing information about the physical drives in the foreign configuration.

Figure 127 Preview Configuration Window 1
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2. Scroll down, if needed, to view more information about the drives in the foreign configuration, as shown in the
following figure.
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Figure 128 Preview Configuration Window 2
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3. Review the information listed on the window.
Highlight Import Foreign Configuration and press Enter.

A warning message appears indicating that the foreign configuration from the physical drives will merge with the
existing configuration.

5. To confirm the import, highlight Confirm and press the spacebar.
Highlight Yes and press Enter.
The foreign configuration is imported.

5.3.8.2 Clearing a Foreign Configuration

Perform these steps to clear a foreign configuration.

1. Highlight Clear Foreign Configuration on the Manage Foreign Configuration menu and press Enter.
A warning message appears indicating that all of the foreign VDs will be deleted.
To confirm clearing the foreign configuration, highlight Confirm and press the spacebar.
Highlight Yes and press Enter.
The foreign configuration is deleted.

NOTE You can also delete (clear) a foreign configuration after previewing the
configuration.

5.4 Managing Controllers

When you select Controller Management on the Main Menu, the Controller Management menu appears, as
shown in the following figure.
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The top-level Controller Management dialog lists basic information about the attributes and condition of

the controller.

= Toreset the controller to its factory settings, highlight Set Factory Defaults and press Enter.
m  To select a boot device, highlight Select Boot Device, press Enter, and select the boot device from the

popup menu.

m  Toview advanced controller properties, highlight Advanced and press Enter.

Figure 129 Controller Management
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The Controller Management dialog lists the following basic controller properties

Table 27 Basic Controller Properties

Property

Description

Controller Status

The cumulative status of virtual drives and physical drives connected to the controller, plus the backup
battery, the enclosure and the NVDATA. The status is one of the following:

m  Optimal, if all components are operating normally.
m  Needs Attention, if any component needs attention.

m  Safe Mode, if the controller encountered critical errors. Most features are disabled and the controller
requires user attention.

Product Name

The marketing name of the controller.

Serial Number

The serial number of the controller.

Select Boot Device

This field selects the primary boot device.

PCIID The PCI ID of the controller.

PCl Slot Number

The slot ID number of the PCl slot where the controller is installed.

Firmware Build Time |The build time of the controller firmware.

Firmware Version

The version number of the controller firmware.

NVDATA Version

The version number of the controller NVDATA.

The Advanced Controller Management dialog lists a number of controller properties and also includes options for
performing various actions on the controller.
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Figure 130 Advanced Controller Management
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This dialog lists numerous properties that cannot all be shown in one dialog. Scroll down to view all of the options.

NOTE The red arrow appears when there is too much information to display
in one dialog. The amount of information that can be displayed in one
dialog depends on the capabilities of the HIl browser.

Many of the entries in this dialog are view-only, but some are selectable and configurable. Perform these steps to
change any user-configurable option on this dialog.
1. Move the highlight to the value for any option and press Enter.

A pop-up menu of the available options appears.

2. Highlight the value you want and press Enter. For option - such as Rebuild Rate or Reconstruction Rate that
require a number, use the + and - keys on the keypad to increase or decrease the number, and press Enter.

NOTE Some systems permit you to enter numeric values directly, without
using the + and - keys.

3.  When you finish changing the controller properties, scrolling up and down on the menu as needed, move the
highlight to Apply Changes (at the bottom of the list of options) and press Enter.

The changes to controller properties are applied, and a success message appears.

The following table describes all of the entries on the Advanced Controller Management dialog, including the ones
that are not visible.

Table 28 Controller Properties and Controller Management Options

Property Description

Schedule Consistency Check |Schedules a consistency check operation to verify and correct the mirror and parity data for fault
tolerant virtual drives.

Save Controller Events Clear |Saves the controller log entries to a file or to clear entries from the log.
Controller Events

Enable Drive Security Enables drive security to protect the data on your system from unauthorized access or use, or to
Disabling Drive Security disable security.

Change Security Key Changes the security key or switch between drive security modes on the controller.

Save TTY Log Saves a copy of the firmware’s terminal log entries for the controller.

Host Interface Type of interface used by the computer host system, such as PCl Express (PCle).
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Property

Description

Connector Count

Number of host data ports, connectors, or both currently in use on this controller.

Drive Count

Number of physical drives attached to this controller.

Virtual Drive Count

Number of virtual drives defined on this controller

Encryption Capable

Indicates whether the controller supports the encryption of data.

Encryption Enabled

Indicates whether controller encryption is currently enabled or disabled.

Protection Capable

Indicates whether the controller supports data protection.

Protection Enabled

Indicates whether data protection is enabled or disabled.

ROC Temperature (C)

Current temperature of the RAID-on-a-chip (ROC) on the controller, in degrees Celsius.

Shield State Supported

Indicates whether the controller supports shield state.

Memory Properties

Memory Size (MB)

Size of the controller’s cache memory.

NVSRAM Size (MB)

Size of the NVRAM.

Metadata Size (MB)

Total size used for storing metadata.

Minimum Strip Size

Minimum strip size per DDF. The possible values are as follows:
0: 512 bytes

1:1 KB

2:2KB

3:4KB

4:3KB

8:1 MB

Maximum Strip Size

Maximum strip size per DDF. The possible values are as follows:
0: 512 bytes

1:1KB

2:2KB

3:4KB

4: 8 KB

8:1 MB

CacheCade - SSD Caching

Indicates whether the controller supports CacheCade solid state disk (SSD) caching.

Write Cache Capable

Indicates whether the controller supports write caching.

Configured Cache Size (GB)

Total currently configured cache size, in GB.

Maximum Allowed Cache
Size (GB)

Maximum allowed cache size, in GB.

Other Properties

Drive Replace

Enables or disables the option to copy data back from a hot spare drive to a physical drive.

Drive Replace on SMART Error

Enables or disables the option to start a Drive Replace operation if a Self-Monitoring Analysis and
Report Technology (SMART) error is detected on a physical drive.

Cluster Mode

Enables or disables cluster mode on the controller, if supported.
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Property

Description

Rebuild Rate

Displays or changes the percentage of system resources dedicated to rebuilding data on a new
drive after a storage configuration drive has failed.

NOTE The rebuild rate is the percentage of the compute cycles dedicated to rebuilding failed drives
in virtual drives on this controller. You can configure the rebuild rate between 0 percent and

100 percent. At 0 percent, the rebuild runs only if the firmware is not doing anything else. At

100 percent, the rebuild operation has a higher priority than I/O requests from the operating system.
For best performance, use a rebuild rate of approximately 30 percent.

Background Initialization
(BGI) Rate

Displays or changes the percentage of system resources dedicated to performing a BGlon a
redundant virtual drive.

NOTE The BGl rate is the percentage of the compute cycles dedicated to running a background
initialization of drives on this controller. You can configure the BGI rate between 0 percent and

100 percent. At 0 percent, the initialization operation runs only if the firmware is not doing anything
else. At 100 percent, the initialization operation has a higher priority than I/0 requests from the
operating system. For best performance, use an initialization rate of approximately 30 percent.

Consistency Check Rate

Displays or changes the percentage of system resources dedicated to performing a consistency
check operation on a redundant virtual drive.

NOTE The consistency check rate is the percentage of the compute cycles dedicated to running a
consistency check on drives on this controller. You can configure the consistency check rate
between 0 percent and 100 percent. At 0 percent, the consistency check operation runs only if the
firmware is not doing anything else. At 100 percent, the consistency check operation has a higher
priority than 1/0 requests from the operating system. For best performance, use a consistency check
rate of approximately 30 percent.

Reconstruction Rate

Displays or changes the percentage of system resources dedicated to performing a RAID level
Migration (RLM) or an Online Capacity Expansion (OCE) on a virtual drive.

NOTE The reconstruction rate is the percentage of the compute cycles dedicated to reconstructing
data on drives on this controller. You can configure the reconstruction rate between 0 percent and
100 percent. At 0 percent, the reconstruction operation runs only if the firmware is not doing
anything else. At 100 percent, the reconstruction operation has a higher priority than 1/0 requests
from the operating system. For best performance, use a reconstruction rate of approximately

30 percent.

Controller BIOS

Enables or disables the controller BIOS. The controller BIOS should be enabled if the boot device is
connected to the selected RAID controller.

Coercion Mode

Drive coercion forces physical drives of varying capacities to the same size so they can be used in a
virtual drive. The coercion mode options are as follows:

m  None (default)
= 120 MB
m 1GB

SMART Polling

Determines the interval, in seconds, at which the controller polls for drives reporting a Predictive
Drive Failure. The default is 300 seconds. To change the value, use the + and - keys on the keypad.

NOTE Some systems let you to edit the numeric value directly, without using the + and - keys.

Alarm Control

Enables or disables the controller alarm.

Boot Error Handling

Specifies the option for handling errors that the firmware might encounter during boot. The errors
might require you to take action or to acknowledge the error and permit the boot process to
continue. The options are Stop on error, Pause on error, Ignore errors, and Safe mode.

Stop Consistency Check on
Error

Enables or disables the option of stopping a consistency check operation on a redundant virtual
drive if a data inconsistency is detected.

Maintain Drive Fail History

Enables or disables the option of tracking bad physical drives across reboot.

Load Balance

Enables or disables the ability to load balance I/0 transactions when redundant paths are detected.

Enable Auto Import

Enables or disables the automatic import of foreign configurations without any user intervention.
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Property

Description

Persistent Hot Spare

Enables or disables the ability to have drive slots in the system backplane or in a storage enclosure
dedicated as hot spare slots. If enabled, replacement of a hot spare drive in the same slot
automatically configures the drive as a hot spare.

Manage Link Speed

Enables you to change the link speed between the controller and an expander or between the
controller and a drive that is directly connected to the controller. For more information, see
Managing and Changing Link Speeds.

Patrol Read Properties

Patrol Read State

Current state of the patrol read operation. The possible values are Stopped, Ready, Active,
and Aborted.

Patrol Read Iterations

Number of patrol read iterations.

Patrol Read Mode

Displays or changes the patrol read mode for the controller. The patrol read operation scans and
resolves potential problems on configured physical drives. The possible settings are as follows:

m  Auto: Patrol read runs continuously on the controller, based on a schedule. You do not need to
start it manually.

m  Manual: Patrol read can be started or stopped manually.
m  Disabled: Patrol read is disabled.

Patrol Read Rate

Indicates the percentage of system resources dedicated to performing a patrol read operation on
configured physical drives.

NOTE The patrol read rate is the percentage of the compute cycles dedicated to running a patrol
read on drives on this controller. You can configure the patrol read rate between 0 percent and
100 percent. At 0 percent, the patrol read runs only if the firmware is not doing anything else. At
100 percent, the patrol read has a higher priority than I/0 requests from the operating system. For
best performance, use a patrol read rate of approximately 30 percent.

Start Patrol Read

Starts a patrol read operation on the selected controller, if the current patrol read mode is Manual.

Suspend/Resume/Stop Patrol
Read

Suspends, resumes, or stops a patrol read on the selected controller, if the current patrol read mode
is Manual.

Patrol Read Setting for
Unconfigured Space

Displays or changes the patrol read setting for unconfigured space on the disks.

Cache Properties

Cache Flush Interval

Displays or changes the interval, in seconds, at which the contents of the onboard data cache are
flushed. To change this value, highlight it, press Enter, type the new value, and press Enter again.

Preserved Cache

Indicates whether the controller cache is preserved because of missing or offline virtual drives; the
cache is preserved until the virtual drive is imported or the cache is discarded.

Discard Preserved Cache

Discards the preserved cache for the selected controller. If any foreign configurations exist, import
them before discarding the preserved cache. Otherwise, you might lose data that belongs with the
foreign configuration.

Emergency Spare Properties

Emergency Spare

Indicates whether it is acceptable to commission otherwise incompatible global hot spare drive
and/or unconfigured good drives as emergency hot spare drive.

Emergency for SMARTer

Indicates whether it is acceptable to commission emergency hot spare drives for PFA events.

The Schedule Consistency Check dialog appears when you select Schedule Consistency Check from the Advanced
Controller Management menu.

Use this dialog to schedule consistency checks on the redundant virtual drives configured on the controller. The

nonselectable entries in the
consistency check.

Consistency Check Start fields indicate the date and time of the next scheduled
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Follow these steps to change the consistency check settings.

1.

Highlight the Consistency Check Frequency field and press Enter.
A selectable popup menu appears.
Select the desired interval at which to run consistency checks.

The choices are Hourly, Daily, Weekly, or Monthly. You can also choose to disable consistency checks, which is
not recommended because it reduces the level of protection for your system.

To change the mode of operation, highlight the Consistency Check Mode field and press Enter.
A selectable pop-up menu appears.

Select Concurrent to run consistency checks concurrently on all virtual drives, or select Sequential to run
consistency checks on one virtual drive at a time.

(Optional) To exclude specified virtual drives from consistency checks, highlight the Exclude Virtual Drives field
and press Enter.

The Exclude Virtual Drives dialog appears, listing the virtual drives defined on this controller.

You might want to exclude a virtual drive from a consistency check if, for example, you are running some
operation on the drive and you do not want it to be interrupted by a consistency check.

To exclude a virtual drive from the consistency check, highlight the field to the right of the drive name and press
the spacebar.

An X in this field means the virtual drive does not undergo a consistency check.

Highlight the Apply Changes field and press Enter.

The program returns you to the Schedule Consistency Check dialog.

Highlight the Apply Changes field on the Schedule Consistency Check dialog and press Enter.
The consistency check changes are now registered.

The following window appears when you select Save Controller Events from the Advanced Controller
Management menu.

NOTE An error message appears if the controller events log is empty.
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Figure 131 Save Controller Events

Save Controller Events

Select File Sustem o Enables you to choose
Select Directory {Current Dir>» the appropriate file
Enter Filename ctrlEvents.txt system to save the
sSave Events controller logs.

T1=Hove Highlight <{Enter>=3elect Entry

Perform these steps to save controller event log entries to a file.

1.

w

N o v ok

To select a different file system from the one listed in the Select File System field, highlight the current file system
name and press Enter.

An error message appears if there is no file system.
Select a file system from the pop-up menu and press Enter.

To save the controller events file to a different directory from the one listed in the Select Directory field, highlight
the current directory name and press Enter.

Select a directory name from the pop-up menu and press Enter.

To enter a different name for the controller event log file, highlight the current file name and press Enter.
Type the new file name in the pop-up dialog and press Enter.

Highlight Save Events, and press Enter to save the event log entries to the file.

To clear controller events, highlight Clear Controller Events in the Advanced Controller Management dialog. When
the confirmation message appears, highlight OK and press Enter.

The following dialog appears when you select Enable Drive Security from the Advanced Controller
Management menu.
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Figure 132 Enable Drive Security (Choose Drive Security Mode)

Enable Drive Security (Choose Drive Security Mode)
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DK external entity. Local
Cancel Fey Mamagement is
preferred in
deployments that
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Enable drive security to protect the data on your system from unauthorized access or use. Local Key Management
(LKM) is the method that the HIl utility provides to manage drive security. LKM uses security keys within the controller

and does not require any external entity to implement. Therefore, it is the preferred security mode for configurations
that involve a smaller number of computer systems.

Follow these steps to enable LKM security on your configuration.

1. Highlight the Local Key Management (LKM) field and, if required, press the spacebar to enter an X in this field.
2. Highlight OK and press Enter.
The following dialog appears.

Figure 133 Enable Drive Security

Displays the
ECLURITY KEY Rk
|_ dentifier

ibifier.

Tl=Howe Highlight CEntery=Select Entry Lk 4 At

The highlighted field is the security key identifier, which appears whenever you need to enter the security key. If
you have more than one security key, the identifier helps you determine which security key to enter.

3. Tochange the security key identifier, press Enter and enter the new identifier in the popup window.
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To request the controller to suggest a drive security key, highlight Suggest Security Key and press Enter.
To enter your own security key, highlight the Security Key field, press Enter, and type the security key.

The Security Key field is case-sensitive. The security key must be between eight and thirty-two characters and
must contain at least one number, one lowercase letter, one uppercase letter, and one non-alphanumeric
character (for example, > @ +).

After entering the security key, highlight Confirm and press Enter. Enter the security key again to confirm it.
The security key must match exactly the characters you entered in the Security Key field.

If you do not want the controller to require a password at boot time, deselect the Pause for Password at Boot
option by highlighting it and pressing the spacebar.

This option is selected by default.
To enforce strong password restrictions, highlight Enforce Strong Password Security and press the spacebar.

A strong password must be between eight and thirty-two characters and must contain at least one number, one
lowercase letter, one uppercase letter, and one non-alphanumeric character (for example, > @ +).

Highlight the Password field, press Enter, and type the boot time password.

. Highlight Confirm and re-enter the password.

The password must match exactly the characters you entered in the Password field.

Record the drive security information and store it in a safe place.

Highlight the | Recorded The Security Settings... field and press the spacebar to select it.
Highlight Enable Drive Security and press Enter.

When the popup window appears, confirm that you want to enable drive security and select Yes.
Drive security is enabled for the drives connected to this controller.

Follow these steps to disable LKM drive security:

1.

Figure 134 Disable Drive Security Warning

Select Disable Drive Security from the Advanced Controller Management menu.
The following warning appears.

Warning

Confirm

Ti=Mouve Highlight

Read the warning and be sure you understand what will happen if you disable the drive security.
Highlight Confirm and press the spacebar to select it.
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Highlight Yes and press Enter.
Drive security is disabled.

The Change Security Key dialog appears when you select Change Security Key from the Advanced Controller
Management menu.

Perform these steps to change the security key settings.

1.

Figure 135 Change Security Key

10.

Highlight OK and press Enter.

The following dialog appears.

Change Security Kew
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By default, the same security key identifier is retained.

To change the security key identifier, press the spacebar to deselect Use the Existing Security Key Identifier.
Highlight the Enter a New Security Key Identifier field, press Enter, and enter the new security key identifier in
the popup window.

Highlight the Enter Existing Security Key field and press Enter.

You are required to enter the security key to prevent unauthorized changes to the security settings.

Type the current security key in the popup window and press Enter.

Highlight Suggest Security Key and press Enter to have the system create a new security key.

To enter your own new security key, highlight the Security Key field, press Enter, and type the new security key.

The Security Key field is case-sensitive. The security key must be between eight and thirty-two characters and
must contain at least one number, one lowercase letter, one uppercase letter, and one non-alphanumeric
character (for example, > @ +).

After entering the new security key, highlight Confirm and press Enter. Enter the security key again to confirm it.
The security key must match exactly the characters you entered in the Security Key field.

If you do not want the controller to require a password at boot time, deselect the Pause for Password at Boot
option by highlighting it and pressing the spacebar.

This option is selected by default.

To enforce strong password restrictions, highlight Enforce Strong Password Security and press the spacebar.

A strong password must be between eight and thirty-two characters and must contain at least one number, one
lowercase letter, one uppercase letter, and one non-alphanumeric character (for example, > @ +).

LSI Corporation
-184-



MegaRAID SAS Software User Guide Chapter 5: The HIl Configuration Utility

August 2013

11.
12.

13.
14.
15.
16.

Managing Controllers

Highlight the Password field, press Enter, and type the new boot time password.

Highlight Confirm and reenter the new password.

The password must match exactly the characters you entered in the Password field.

Record the drive security information and store it in a safe place.

Highlight the | Recorded The Security Settings... field and press the spacebar to select it.

Highlight Change Security Key and press Enter.

When the popup window appears, confirm that you want to change the security settings and select Yes.
The security changes are entered for the drives connected to this controller.

The following dialog appears when you select Save TTY Log from the Advanced Controller Management menu.

Figure 136 Save TTY Log

Save TTY Log

File Systems <HANTOOL> Enables you to choose
Select File Systen the appropriate
Directories directory to save the
Select Directory controller logs. The
Enter Filename ttylog . txt default (root)
Entries to Save <All> directory will be
Jave Log selected upon entering
this forn.

T1=Hove Highlight {Enter lect Entry

Follow these steps to save the TTY log entries to a file.

1.

0 0 N O WU

To select a different file system from the one listed in the File Systems field, highlight the current file system
name and press Enter.

An error message appears if there is no file system.
Select a file system from the popup menu and press Enter.
Highlight Select File System and press Enter.

To save the TTY log events file to a different directory from the one listed in the Directories field, highlight the
current directory name and press Enter.

Select a directory name from the popup menu and press Enter.

Highlight Select Directory and press Enter.

To enter a different name for the TTY log file, highlight the current file name and press Enter.
Type the new file name in the popup window and press Enter.

To select how many TTY log entries to save, highlight the Entries to Save field and press Enter.
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10. Select an option from the popup menu and press Enter.
Your choices are 2 KB, 4 KB, 8 KB, 16 KB, or All.
11. Highlight Save Log and press Enter to save the log entries to the file.

The Manage Link Speed feature lets you change the link speed between the controller and an expander or between
the controller and a drive that is directly connected to the controller. The following dialog appears when you select
Manage Link Speed on the Advanced Controller Management dialog. The default setting for all phys is Auto.

Figure 137 Manage Link Speed

Manage Link Speed

UIEW THE PHY SETTINGS FOR THE CONTROLLER AND
CHANGE THEM IF NEEDED.

Phy #0 <Auto>
(Bx0000000000000000)

Phy #1 <Auto>
{0x0000000000000000)

Phy #2 <Auto>
(0x5000C50004439A55)

Phy #3 <{Auto>
(0x5000C500126FAG1D)

Phy #4 {Auto>
{(Bx500507603E803C30)

Phy #5 {Auto>
(0x508507603EB03C30)

T1=Move Highlight {Enter>=5Select Ewtru

Follow these steps to change the link speed for one or more phys:

Highlight the field to the right of the phy number and press Enter.
2. Select an option from the pop-up menu.

The choices are 1.5 Gbps, 3 Gbps, 6 Gbps, and Auto.
3. Scroll to the bottom of the phy list, highlight OK, and press Enter.

Managing Virtual Drives

When you select Virtual Drive Management on the Main Menu, the Virtual Drive Management dialog appears, as
shown in the following figure.
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Figure 138 Virtual Drive Management
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The menu lists all the virtual drives that currently exist on the controller. Highlight the virtual drive you want to
manage and press Enter. The following dialog appears.

Figure 139 Virtual Drive Management
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This dialog lists the following basic virtual drive properties.

Table 29 Basic Virtual Drive Properties

Property Description
Name The name assigned to the virtual drive. To assign a name or to change the name, highlight the field, press Enter,
and type the new name in the popup window.
RAID Level The RAID level of the virtual drive.
Status The current status of the virtual drive.
Size The capacity of the virtual drive, in MB or GB.

For information on how to perform virtual drive operations, see Selecting Virtual Drive Operations.

For information on how to view the physical drives associated with the virtual drive, see Viewing Associated Drives.
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For information on how to view and change advanced virtual drive settings, see Viewing and Managing Virtual
Drive Properties and Options.

The following popup menu appears when you highlight Operation in the Virtual Drive window and press Enter.

Figure 140 Virtual Drive Operations Menu
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Other options, such as Enable/Disable SSD Caching, Secure Virtual Drive, Check Consistency, and Expand Virtual
Drive, might also appear, depending on the current configuration of the system.

Highlight the operation you want to select and press Enter. Then highlight the word Go that appears beneath
Operation and press Enter to start the operation for the currently selected virtual drive.

The following sections explain how to run the operations.

Locating Physical Drives in a Virtual Drive

Perform these steps to locate the physical drives in a virtual drive by flashing their LEDs.

Highlight Start Locate on the pop-up menu and press Enter.
2. Highlight the word Go that appears beneath Operation and press Enter.
A Success message appears.
3. Highlight OK and press Enter to return to the Virtual Drive dialog.
The LEDs on the physical drives start flashing, if the drive firmware supports this feature.
Observe the location of the drives with the flashing LEDs.
To stop the LEDs from flashing, access the popup menu again, highlight Stop Locate, and press Enter.
Highlight the word Go that appears beneath Operation and press Enter.
A Success message appears.
7. Highlight OK and press Enter to return to the Virtual Drive dialog.
The LEDs on the physical drives stop flashing.

Deleting a Virtual Drive

CAUTION All data on a virtual drive is lost when you delete it. Be sure to back up
data you want to keep before you delete a virtual drive.
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Follow these steps to delete a virtual drive. The action is performed on the currently selected virtual drive. To select a
different virtual drive for deletion, press Esc to return to the Virtual Drive Selection dialog and select the virtual drive.
Highlight Delete Virtual Drive on the popup menu and press Enter.
2. Highlight the word Go that appears beneath Operation and press Enter.
The Delete Virtual Drive warning message appears.
3. Highlight Confirm and press the spacebar to confirm the deletion, then highlight Yes and press Enter.
The virtual drive is deleted.

Reconfiguring a Virtual Drive

You can reconfigure a virtual drive by changing its RAID level, or by adding physical drives to it, or by doing both of
these actions. When performing these changes, however, you must observe the maximum drive and minimum drive
restrictions for the various RAID levels. See Table 26 for more information.

Perform these steps to reconfigure a virtual drive.

1. Highlight Reconfigure Virtual Drive on the popup menu and press Enter.
2. Highlight the word Go that appears beneath Operation and press Enter.
The following dialog appears.

Figure 141 Reconfigure Virtual Drives
Reconf igure Virtual Drives

RAID LEVEL MIGRATIOM/CAPACITY EXPANSION Selects a new RAID
PROPERTIES level for the selected
New RAID Level virtual drive. The

fdd Drives default value is the
Start Operation current RAID level.

T1=Move Highl ight {Enter>=Select Entru
3. Tochange the RAID level of the selected virtual drive, highlight New RAID Level and press Enter.

Select a RAID level from the popup menu.
5. To add physical drives to the selected virtual drive, highlight Add Drives and press Enter.
The following dialog appears.
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Figure 142 Select Drives Dialog
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6. (Optional) To change the default Select Media Type value, highlight this field, press Enter, and select an option
from the pop-up menu.
The choices are HDD and SSD. Combining HDDs and SSDs in a virtual drive is not supported.

7. (Optional) To change the default Select Interface Type value, highlight this field, press Enter, and select an
option from the pop-up menu.

The choices are SAS, SATA, and Both. Depending on the configuration of your system, combining SAS and SATA
drives in a virtual drive might not be supported.

8. To select physical drives to add to the virtual drive, highlight drives and press the spacebar. A small red arrow at
the bottom of the dialog indicates you can scroll down to view more drives.

NOTE The red arrow appears when there is too much information to display
in one dialog. The amount of information that can be displayed in one
dialog depends on the capabilities of the HIl browser.

Alternatively, use the Check All and Uncheck All options at the bottom of the list of drives to select or deselect all
available drives.

NOTE Be sure to select the number of drives required by the specified RAID
level; otherwise the HIl utility displays an error message when you try
to create the virtual drive. For example, RAID 1 virtual drives use
exactly two drives and RAID 5 virtual drives use three or more drives.
See Table 26 for more information.

9. When you have selected all the drives to add to the virtual drive, highlight Apply Changes and press Enter.

NOTE If you selected drives of varying sizes, the HIl utility displays a message
warning you that the remaining free capacity on the larger drives will
be unusable.

The HIl utility returns you to the Reconfigure Virtual Drives dialog.
10. Highlight Start Operation and press Enter to implement the changes to the virtual drive.
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Initializing a Virtual Drive

Follow these steps to initialize a virtual drive.

NOTE All data on the virtual drive is lost when you initialize it. Before you
start this operation, back up any data that you want to keep.

1. Highlight Fast Initialization or Slow Initialization on the pop-up menu and press Enter.

A fast initialization overwrites the first and last 8 MB of the virtual drive, clearing any boot records or partition
information. A slow (full) initialization overwrites all blocks and destroys all data on the virtual drive.

2. Highlight the word Go that appears beneath Operation and press Enter.
The Initialize Virtual Drive Warning dialog appears.

3. Highlight Confirm and press the spacebar to confirm the operation, then highlight Yes and press Enter.
The initialization process begins on the virtual drive.

Erasing a Virtual Drive

Perform the following steps to erase the data on a virtual drive. After the data is erased, you have the option of
keeping the blank virtual drive, which you can use to store other data, or deleting the virtual drive completely.

CAUTION All data on the virtual drive is lost when you erase it. Before you start
this operation, back up any data that you want to keep.

1. Highlight Virtual Drive Erase on the pop-up menu and press Enter.
Two additional fields appear.
Highlight Erase Mode and press Enter.
Select Simple, Normal, or Thorough from the pop-up menu.

A Simple erase writes a pattern to the virtual drive in a single pass. The other erase modes make additional passes
to erase the data more thoroughly.

(Optional) Highlight Delete After Erase and press the spacebar to select it.

5. Highlight Go and press Enter.
The Virtual Drive Erase warning message appears.

6. Highlight Confirm and press the spacebar to confirm the operation, then highlight Yes and press Enter.
The virtual drive is erased.

Enabling and Disabling SSD Caching
When you enable SSD caching, the selected virtual drive becomes associated with an existing or future CacheCade
SSD caching virtual drive. When you disable SSD caching, this association is deleted. Follow these steps to enable or
disable SSD caching for a virtual drive.
1. Highlight Enable/Disable SSD Caching on the popup menu and press Enter.
2. Highlight Go and press Enter.
The Enable SSD Caching Warning message appears.
3. Highlight Confirm and press the spacebar to confirm the operation, then highlight Yes and press Enter.
SSD caching is enabled for this virtual drive.

The warning is similar when you disable SSD caching.

LSI Corporation
-191-



MegaRAID SAS Software User Guide Chapter 5: The HIl Configuration Utility

August 2013

5.5.1.7

5.5.1.8

5.5.19

Managing Virtual Drives

Securing a Virtual Drive
A Secure Virtual Drive operation enables security on a virtual drive. You can only disable the security by deleting the
virtual drive. Perform these steps to secure a virtual drive.
1. Highlight Secure Virtual Drive on the popup menu and press Enter.
The Secure Virtual Drive warning appears.
2. Highlight Confirm and press the spacebar to confirm the operation, then highlight Yes and press Enter.
The virtual drive is secured.

Running a Consistency Check

Follow these steps to run a consistency check on the currently selected redundant virtual drive.

1. Highlight Check Consistency on the popup menu and press Enter.

NOTE The Check Consistency option does not appear on the menu if the
currently selected virtual drive is RAID 0 (nonredundant).

2. Highlight Go and press Enter.

The Consistency Check Success dialog appears.

As the message indicates, the consistency check is now running.
3. Highlight OK and press Enter.

The Progress indicator in the dialog shows the percentage progress of the consistency check. To refresh the
indicator, exit the dialog and re-enter it.

To stop or suspend the consistency check, highlight Stop or Suspend and press Enter.
5. Toresume a suspended consistency check, highlight Resume and press Enter.

For more information about consistency checks, see Scheduling a Consistency Check.

Expanding a Virtual Drive
Expanding a virtual drive means increasing its capacity. Existing data on the virtual drive is not impacted by the
expansion. Follow these steps to expand the currently selected virtual drive.
1. Select Expand Virtual Drive from the pop-up menu.
The Expand Virtual Drive dialog appears.

The dialog shows the current capacity of the selected virtual drive, the available capacity that can be added to it,
and the capacity of the expanded virtual drive, if all available capacity is added.

2. To change the amount of available capacity, highlight the Enter a Percentage of Available Capacity field and
use the minus key on the keypad to reduce percentage.

NOTE Some systems permit you to enter numeric values directly, without
using the + and - keys.

3. When you have set the capacity to the desired level, highlight OK and press Enter.
The capacity of the virtual drive is expanded.

After you create a CacheCade virtual drive, as described in Creating a CacheCade Virtual Drive, you can select it on the
Virtual Drive Management menu, run operations on it, and manage it in other ways.

The following window appears when you select a CacheCade virtual drive in the Virtual Drive Management menu.
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Figure 143 Manage CacheCade Virtual Drive Window
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This window lists basic information about the CacheCade virtual drive, including name, RAID level, status, and size.

You can select and run the following operations on a CacheCade virtual drive:

= Start Locate/Stop Locate: Use this option to flash the light on the SSD used for the CacheCade virtual drive. For
more information, see Locating Physical Drives in a Virtual Drive.

= Delete Virtual Drive: Use this option to delete the CacheCade virtual drive. For more information, see Deleting a
Virtual Drive.

To assign a name to the CacheCade virtual drive, highlight Name, press Enter, type the name, and press Enter again.

To change the default write cache policy, highlight Default Write Cache Policy, press Enter, and select an option from
the popup menu. Options are Write Through, Write Back, and Force Write Back.

To view the drives associated with the CacheCade virtual drive, highlight View Associated Drives and press Enter. For
more information, see Enabling and Disabling SSD Caching.

The View Associated Drives dialog appears when you select View Associated Drives at the bottom of the Virtual
Drive window.

The dialog lists all the physical drives associated with the currently selected virtual drive. Follow these steps to view
information about the associated drives.

1. To select a different virtual drive, highlight Selected Virtual Drive, press Enter, and select an entry from the
popup menu.
Highlight one of the associated drives and press the spacebar to select it.
Highlight View Drive Properties and press Enter.
The View Drive Properties window for the drive appears.

4. View the information on the View Drive Properties window. For more information, see Viewing Advanced Drive
Properties.
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The following dialog appears when you select Advanced from the Virtual Drive dialog. (The second figure shows the
rest of the options that are visible when you scroll down.)

NOTE The properties and options shown in the dialog apply to the currently
selected virtual drive. To manage properties for a different virtual
drive, press Esc until you return to the Virtual Drive Selection menu,
select the desired virtual drive, and navigate back to this dialog.

Figure 144 Advanced Virtual Drive Properties 1
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The small red arrow at the bottom of the dialog indicates that you can scroll down to view more virtual drive
properties and virtual drive policies, as shown in the following figure.
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Figure 145 Advanced Virtual Drive Properties 2
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NOTE

The red arrow appears when there is too much information to display
in one dialog. The amount of information that can be displayed in one
dialog depends on the capabilities of the HIl browser.

The following table describes all of the virtual drive properties listed in this dialog.

Table 30 Virtual Drive Properties

Property

Description

Logical Sector Size

The logical sector size of this virtual drive. The possible options are 4 KB and 512 B.

Segment Size

The segment size used on this virtual drive.

Starting Logical Block

The address of the first location of a block of data stored on the virtual drive.

Addressing (LBA)

Indicates whether the virtual drive is secured.

Bad Blocks

Indicates whether the virtual drive has bad blocks.

SSD Caching

Indicates whether solid-state disk (SSD) caching is enabled on this virtual drive.

Following the virtual drive properties listed in the dialog are virtual drive policies that you can select and change. To
change any policy, highlight the field, press Enter, and select a value from the pop-up menu. When you finish
changing policy settings, highlight Apply Changes at the top or the bottom of the selections and press Enter.

The following table describes the virtual drive policies.
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Table 31 Virtual Drive Policies

Policy

Property Description
Access The access policy for the virtual drive. The options are Read/Write, Read Only, and Blocked.
Current Write Cache Displays the current write cache policy. The possible values are as follows:

m  Write-through (WThru): The controller sends a data transfer completion signal to the host when
the virtual drive has received all of the data and has completed the write transaction to the drive.

m  Write-back (WBack): The controller sends a data transfer completion signal to the host when the
controller cache has received all of the data in a drive write transaction. Data is written to the virtual
drive in accordance with policies set up by the controller. These policies include the amount of dirty
and clean cache lines, the number of cache lines available, and the elapsed time from the last
cache flush.

m  Force Write Back.

Default Write Cache
Policy

Displays the default write cache policy of the virtual drive.

Disable Background
Initialization (BGI)

Specifies whether background initialization is enabled or disabled. When BGl is enabled, the firmware
runs the initialization process in the background. When BGl is disabled, the initialization process does
not start automatically and does not run in the background.

Read Cache Policy

The read cache policy for the virtual drive. The possible values are as follows:

m  Ahead: The controller reads sequentially ahead of requested data and stores the additional data in
cache memory, anticipating that the data will be needed soon. This process speeds up reads for
sequential data, but provides little improvement when accessing random data.

m  Normal: Read-ahead capability is disabled.

Drive Cache

The disk cache policy for the virtual drive. The possible values are Unchanged, Enable, and Disable.

Input/Output (1/0)

The I/0 policy for the virtual drive. The possible values are as follows:

m  Direct: Data reads are not buffered in cache memory. Data is transferred to the cache and the host
concurrently. If the same data block is read again, it comes from cache memory. (The I/0 policy
applies to reads on a specific virtual drive. It does not affect the read- ahead cache.)

m  Cached: All reads are buffered in cache.

Managing Physical Drives

When you select Drive Management on the Main Menu, the Drive Management Selection dialog appears.

The menu lists all the physical drives that are connected to the controller. Highlight the drive you want to manage and
press Enter. The following dialog appears.
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Figure 146 Drive Management
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The preceding dialog lists the following basic drive properties for the selected drive:

Table 32 Basic Physical Drive Properties

Property

Description

Drive ID

The ID of the currently selected drive. The format of the ID is Connector: Port wired order: Slot. If the
drive is not installed in an enclosure, the format of the ID is Connector: Port wired order.

Status The status of the drive, such as Online, Ready, Available, or Failed.
Size The drive capacity, in GB.

Type The device type of the drive, which is normally Disk.

Model The model number of the drive.

Hardware Vendor

The hardware vendor of the drive.

Associated Virtual Drive

If this physical drive is currently used in a virtual drive, this field lists information about the virtual drive.
Highlight this field and press Enter to view a popup window with additional information about the
virtual drive.

For information on performing drive operations, see Performing Drive Operations.

For information on viewing and changing drive settings and properties, see Viewing Advanced Drive Properties.
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When you highlight the Select operation field, press Enter and a pop-up drive operations menu appears.

Figure 147 Select Drive Operations Menu
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Start Locate and Stop Locate are available options for any selected drive. The other menu options vary depending
on the status of the drive, which can be Online, Offline, JBOD, Unconfigured Good, Unconfigured Bad, Global Hot
Spare, and Dedicated Hot Spare.

The following sections describe the available drive operations.

NOTE The drive operations run on the currently selected drive. To run an
operation on a different drive, press Esc to return to the Drive
Selection menu, highlight the drive you want to select, press Enter to
select it, and return to this dialog.

5.6.1.1 Locating a Drive
Perform these steps to locate a physical drive by flashing its LED.

Open the pop-up drive operations menu, highlight Start Locate, and press Enter.

2. Highlight Go, which appears beneath Operation, and press Enter.
A success message appears.

3. Highlight OK on the success message and press Enter.
The LED on the selected drive starts flashing, if the drive firmware supports this feature.
Observe the location of the drive with the flashing LED.

5. To stop the LED from flashing, highlight Stop Locate on the popup menu and press Enter.
Highlight Go, which appears beneath Operation, and press Enter.
A success message appears.

7. Highlight OK on the success message and press Enter to exit the message dialog.
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Making a Drive Unconfigured Bad, Unconfigured Good, or JBOD

When you force a drive offline, it enters the Unconfigured Bad state.

When you power down a controller and insert a new physical drive, if the inserted drive does not contain valid DDF
metadata, the drive status is Just a Bunch of Drives (JBOD) when you power the system again. A new drive in the JBOD
drive state is exposed to the host operating system as a stand-alone drive. You cannot use the JBOD drives to create a

RAID configuration, because they do not have valid DDF records. You must first, convert the drives into Unconfigured
Good.

If a drive contains valid DDF metadata, its drive state is Unconfigured Good.

A drive must be in Unconfigured Good status before you can use it as a hot spare or use it as a member of a virtual
drive. Follow these steps to change the status of an Unconfigured Bad, Unconfigured Good, or JBOD drive.

1. Open the pop-up drive operations menu, highlight Make Unconfigured Good, Make Unconfigured Bad, or
Make JBOD, and press Enter.

2. Highlight Go, which appears beneath Operation, and press Enter.
A message appears indicating that the operation was successful.

3. Highlight OK on the success message and press Enter.

NOTE To refresh the status of the drive displayed in the dialog, exit back to
the Main Menu and then re-enter the Drive Management dialog.

Replacing a Drive

You might want to replace a drive that is a member of a redundant virtual drive connected to the controller if the drive
shows signs of failing. Before you start this operation, be sure that an available Unconfigured Good replacement drive
is available. The replacement drive must have at least as much capacity as the drive you are replacing.

Follow these steps to replace a drive.

1. Open the pop-up drive operations menu, highlight Replace Drive, and press Enter.
2. Highlight Go, which appears beneath Operation, and press Enter.
The following dialog appears.

LSI Corporation
-199-



MegaRAID SAS Software User Guide Chapter 5: The HIl Configuration Utility

August 2013

5.6.1.4

5.6.1.5

Managing Physical Drives

Figure 148 Replace Drive Window
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3. Highlight Select Replacement Drive and press Enter.
A pop-up list of available replacement drives appears. In this example, only one replacement drive is available.
Select the replacement drive and press Enter.

5. Highlight Replace Drive and press Enter.

A success message appears, and the replacement process begins as the data on the drive is rebuilt on the
replacement drive.

6. Click OK.

You are returned to the Drive Management menu. The status of the drive changes from Online to Replacing.
You can perform other tasks in the HIl utility while the replacement operation runs.

Placing a Drive Offline
Perform these steps to force a physical drive offline. If you perform this operation on a good drive that is part of a
redundant virtual drive with a hot spare, the drive rebuilds to the hot spare drive. The drive you force offline goes into
the Unconfigured Bad state.

Open the pop-up drive operations menu, highlight Place Drive Offline, and press Enter.
2. Highlight Go, which appears beneath Operation, and press Enter.

The Place Drive Offline message appears.
3. Highlight Confirm, and press the spacebar to confirm the operation.

Highlight Yes, and press Enter.

The selected drive is forced offline.

Placing a Drive Online
Perform these steps to force a selected member drive of a virtual drive online after it been forced offline.
1. Open the pop-up drive operations menu, highlight Place Drive Online, and press Enter.
2. Highlight Go and press Enter.
The Place Drive Online warning appears.
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ATTENTION Forcing a drive online that is part of a redundant array is
not recommended.

3. Highlight Confirm and press the spacebar to confirm the operation.
Highlight Yes and press Enter.
A message appears indicating that the action has been completed.
5. Highlight Yes and press Enter to return to the previous window.
The drive is now online.

Assigning a Global Hotspare Drive
Global hotspare drives provide protection to redundant virtual drives on the controller. If you select an Unconfigured
Good drive, you have the option to assign it as a global hotspare drive. Perform these steps to assign a global
hotspare.

Open the pop-up drive operations menu, highlight Assign Hot Spare Drive, and press Enter.
2. Highlight Go, which appears beneath Operation, and press Enter.

The hot spare selection dialog appears.
3. Highlight Assign Global Hot Spare Drive and press Enter.

The status of the selected drive changes to hotspare.

NOTE To refresh the status of the drive displayed in the dialog, exit back to
the Main Menu, and then re-enter the Drive Management dialog.

Assigning a Dedicated Hotspare Drive

Dedicated hotspare drives provide protection to one or more specified redundant virtual drives on the controller. If
you select an Unconfigured Good drive, you have the option of assigning it as a dedicated spare drive. Perform these
steps to assign a dedicated hotspare.
1. Open the pop-up drive operations menu, highlight Assign Dedicated Spare Drive, and press Enter.
2. Highlight Go, which appears beneath Operation, and press Enter.

The following dialog appears.
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Figure 149 Associate Virtual Drives to the Dedicated Hotspare Drive
Associate Virtual Drives to The Dedicated Hotspare Drive
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The preceding figure lists a single entry for each existing drive group. If you create a partial virtual drive on the
same drive group, you can view a single entry with the cumulative size.

3. Select the drive groups to which this hotspare drive is dedicated, by highlighting each drive group and by
pressing the spacebar.

Alternatively, use the Check All or Uncheck All commands to select or deselect all of the drive groups.
4. When your selection is complete, highlight OK and press Enter.
When you return to the previous dialog, the status of the selected drive changes to hotspare.

NOTE To refresh the status of the drive displayed in the dialog, exit back to
the Main Menu and then re-enter the Drive Management dialog.

Unassigning a Hotspare Drive
If the currently selected drive is a hotspare drive, you can unassign it and return it to Unconfigured Good status.

Perform these steps to unassign a hotspare drive.

CAUTION If you unassign a global hotspare drive or a dedicated hotspare drive,
you reduce the protection level of the data on the VDs.

1. Open the pop-up drive operations menu, highlight Unassign Hot Spare Drive, and press Enter.
2. Highlight Go, which appears beneath Operation, and press Enter.
The Unassign Hotspare Drive warning message appears.
3. Highlight Confirm and press the spacebar to confirm the operation.
Highlight Yes and press Enter.
A confirmation message appears.
5. Click OK to return to the Drive Management menu.
The drive that was formerly a hotspare now appears as Unconfigured Good.
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NOTE To refresh the status of the drive displayed in the dialog, exit back to
the Main Menu and then re-enter the Drive Management dialog.

Initializing or Erasing a Drive

Chapter 5: The HIl Configuration Utility

Managing Physical Drives

Follow these steps to initialize or erase the currently selected drive. An initialize operation fills the drive with zeroes.

An erase operation initializes the drive with a pattern of zeros and ones.

CAUTION All data on the drive is lost when you initialize it or erase it. Before
starting these operations, back up any data that you want to keep.

If you select Drive Erase, highlight the Erase Mode field and press Enter.
Select Simple, Normal, or Thorough from the pop-up menu and press Enter.

N =

Highlight Go and press Enter.

Open the popup drive operations menu, highlight Initialize Drive or Erase Drive, and press Enter.

The Initialize Virtual Drive message appears. (The message is similar to that of erasing a drive.)

Highlight Confirm and press the spacebar to confirm the operation.

o w

Highlight Yes and press Enter.
A message appears indicating that the initialization or erase operation has started.
7. Highlight Yes and press Enter to return to the previous window.

This dialog now displays a progress field and a St op command, as shown in the following figure.

Figure 150 Initialize Progress Indicator
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8. To stop the initialization or erase process, highlight Stop and press Enter.

NOTE To refresh the progress indicator, press Esc to exit this dialog, then
open it again.
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Rebuilding a Drive

The manual Rebuild option is available only under certain conditions, as described here. If a hotspare drive is
available, a rebuild starts automatically if a physical drive in a redundant array fails or is forced offline. If the Emergency
Spare controller property is set to Unconfigured Good or Unconfigured Good and Global Hotspare, Hll firmware
automatically uses an Unconfigured Good drive to rebuild a failed or offline drive if no hotspares are available.

The manual Rebuild option is available only if a member drive of a virtual drive fails, there are no available hotspare
drives, and the Emergency Spare controller property is set to None.

Follow these steps to start a manual Rebuild operation on an Unconfigured Good drive.

1. Open the pop-up drive operations menu, highlight Rebuild, and press Enter.
2. Highlight Go and press Enter.
The rebuild operation begins, and the Rebuild Drive Success message appears.

Securely Erasing a Drive

Perform these steps to securely erase the currently selected FDE-capable drive. This option is available only if the
controller supports security and if security is configured.

CAUTION All data on the drive is lost when you erase it. Before starting these
operations, back up any data that you want to keep.

Perform these steps to securely erase an FDE-capable drive:

Open the pop-up drive operations menu, highlight Secure Erase, and press Enter.
2. Highlight Go and press Enter.
The Secure Erase warning message appears.
3. Highlight Confirm and press the spacebar to confirm the operation.
Highlight Yes and press Enter.
A message appears indicating that the secure erase operation has started.
5. Highlight Yes and press Enter to return to the previous dialog.
This dialog now displays a progress bar and a Stop command.
6. To stop the secure erase process, highlight Stop and press Enter.

NOTE To refresh the progress indicator, press Esc to exit this dialog, then
open it again.

The following dialog appears when you select Advanced on the Drive Management menu. The property
information in this dialog is view-only, and cannot be modified.
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Figure 151 Advanced Drive Properties 1

Advanced. ..

Submits the chamges
mwade to the entire

UAL DRIVE PROPERIIES form.

3

Logical
[l [l
Seqmenl. Size

pctor Size

S12B
<h4 KBE>

Starting Logical Block Laj
Addressing (LEA)

Bad Blocks
33D Caching

Mo
{Disabled>

ULKTUAL DRIVE MILICIES:

Acrcess

Current Write Ca

Default Write Ca

ti=Mowe Highl ighl

{Rpad Mrite>

he Policy <Mrite Through>
che Policy {Mrite Throwgh>

F.Illl'l. 4/

elect Entm

The small red arrow at the bottom of the dialog indicates that you can scroll down to view more physical drive

properties.

NOTE

The red arrow appears when there is too much information to display
in one dialog. The amount of information that can be displayed in one
dialog depends on the capabilities of the HIl browser.

The following table describes all of the entries listed on the Advanced Drive Properties dialog.

Table 33 Advanced Drive Properties

Property

Description

Certified

Indicates whether the selected drive is vendor-certified. In some configurations you can only use
certified drives to create configurations.

Logical Sector Size

The logical sector size of this drive. The possible options are 4 KB or 512 B.

Physical Sector Size

The physical sector size of this drive. The possible options are 4 KB or 512 B.

SMART Status Indicates whether the Self-Monitoring Analysis and Reporting Technology (SMART) feature is
enabled or disabled on the drive. The SMART feature monitors the internal performance of all
motors, heads, and drive electronics to detect predictable drive failures.

Revision The firmware revision level of the drive.

Connected Port

The port on which the drive is connected.

Media Errors

The number of physical errors detected on the disk media.

Predicted Fail Count

A property indicating the number of errors that have been detected on the disk media.

SAS Address

The World Wide Name (WWN) for the drive.

Emergency Spare

Indicates whether the drive is commissioned as an emergency spare.

Commissioned Hot Spare

Indicates if any hot spare drive (dedicated, global, or emergency) has actually been commissioned.

Cache Setting

Indicates if the drive cache is enabled or disabled.

Available Size (GB)

The available size of the drive, in GB.
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Used Space The configured space of the drive, in GB.
Disk Protocol Indicates whether the drive uses SAS or SATA protocol.
Negotiated Drive Transfer The negotiated link speed for data transfer to and from the drive.
Speed
Number of Connections The number of connection on the drive. SAS drives have two ports.
FDE Capable Indicates whether the drive is capable of encryption.
Secured Indicates whether the drive is secured.
5.7 Managing Hardware Components

When you select Hardware Components on the Main Menu, the Hardware Components menu appears, as shown
in the following figure.

Figure 152 Hardware Components Menu
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The preceding figure lists the status of the temperature sensors, fans, power supplies, and other hardware
components (such as batteries) installed in the system.

Select Advanced and press Enter to view more detailed information about the installed hardware components. The
following dialog appears.
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Figure 153 Advanced Hardware Components Menu
Advanced Hardware Components

Battery Managenent Displags battery

Enclosure Management information, batteruy
capacity and status,

and the option to run
a battery learn cycle.

t1=Move Highlight Enter>=Select Entry

Select Battery Management or Enclosure Management to view more detailed information.
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The following dialog appears when you select Battery Management on the Advanced Hardware
Components menu.

Figure 154 Battery Management
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The following table describes the basic battery properties.

Table 34 Basic Battery Management Properties

Property Description
Type Type of the battery, such as Super Cap.
Status Current status of the battery, such as Optimal.
Temperature Indicates the current temperature of the battery. Also indicates whether the current temperature of the

battery is normal or high.

Retention Time The number of hours the battery can support with the capacity it now has. The possible values are 48+
hours, Unknown, or an exact number of hours between 1 and 48.

Capacitance Available capacitance of the battery, stated as a percentage.

To view advanced battery properties, highlight Advanced and press Enter. The following dialog appears.
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Figure 155 Advanced Battery Management
Advanced Battery Management

Start Manual Learn Cycle Starts the learn cycle

Set Automatic Learn Cycle Properties manually.
Manufacturer YUYy

Serial Number [65535]

Date of Manufacture [15/31/72107]

Firmware Uersion _

Status {Optimal>

Uoltage Normal [9486 mU]
Current B mA

Design Capacity 306 mA

Full Capacity 0 mAh

Remaining Capacity 72 mAh

Auto-learn Hode Enabled (Learn Period
2419200 days)

T1=Hove Highlight
The small red arrow at the bottom of the dialog indicates that you can scroll down to view more Advanced Battery

Management properties.

NOTE The red arrow appears when there is too much information to display
in one dialog. The amount of information that can be displayed in one
dialog depends on the capabilities of the HIl browser.

The following table describes the advanced battery properties and the other options on this dialog. Properties
marked with an asterisk are user-selectable. All other properties are view only.

Table 35 Advanced Battery Management Properties

Property Description
Start Manual Learn Cycle* Highlight this field and press Enter to start a manual battery learn cycle.
Set Automatic Learn Cycle Highlight this field and press Enter to set the properties for an automatic battery learn cycle.
Properties*
Manufacturer Manufacturer of the battery.
Serial Number Serial number of the battery.
Date of Manufacture Manufacturing date of the battery.
Firmware Version Firmware version of the battery.
Status Status of the battery. If the status is Learning, Degraded, or Failed, a reason is listed for the status.
Voltage Voltage level of the battery, in mV. Also indicates if the current battery voltage is normal or low.
Current Current of the battery, in mA.
Design Capacity Theoretical capacity of the battery.
Full Capacity Full charge capacity of the battery.
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Property Description
Remaining Capacity Remaining capacity of the battery.
Auto-learn Mode Indicates whether auto-learn mode is enabled or disabled. A learn cycle is a battery calibration

operation that the controller performed periodically to determine the battery condition. This
operation cannot be disabled.

Next Learn Cycle Time Date and hour of the next scheduled learn cycle.

Setting Automatic Learn Cycle Properties
The Set Automatic Learn Cycle Properties dialog appears when you select Set Automatic Learn Cycle Properties
on the Advanced Battery Management dialog.

The small red arrow at the bottom of the dialog indicates that you can scroll down to view more options.

NOTE The red arrow appears when there is too much information to display
in one dialog. The amount of information that can be displayed in one
dialog depends on the capabilities of the HIl browser.

To generate an event as a reminder to start a learn cycle manually, highlight the field next to Generate an event...,
and press the spacebar.

To enable or disable automatic learn cycle mode, highlight the field next to Learn Cycle, press Enter, and make a
selection from the pop-up menu.

The Day, Time, No. of Days, and No. of Hours fields are also user-selectable through popup menus. The Next Learn
Cycle Time field shows the time of the next learn cycle.

Use the Apply, OK, and Cancel fields at the bottom of the selections (not visible in this figure) to apply, confirm or
cancel any changes to the learn cycle options.

To manage enclosures and view enclosure properties, select Enclosure Management from the Advanced Hardware
Components menu.

The Enclosure Management dialog shows the firmware version and field replacement unit (FRU) number for the
selected enclosure. To select a different enclosure, highlight the Select Enclosure field, press Enter, and select the
enclosure from the pop-up menu.

To view a pop-up menu of drives connected to the enclosure, highlight the Attached Drives field and press Enter.

To view more information about the enclosure status, highlight View Enclosure Status and press Enter. The following
dialog appears.
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Figure 156 View Enclosure Status
Uiew Enclosure Status

TEMPERATURE SENSOR : Display the list of

Select Temperature Sensor available Temperature
Sensors.

Temperature Sensor Status <O0K>
Tenperature (Celsius) [45]
FAN:

Select Fan <Fan#t0>»

Fan Status <0K>
' [670]
{Lowest Speed>

POUER SUPPLY :
select Power Supply <Power Supply#0>
Power Supply Status <0K>

T1=Move Highlight Enter>=5Select Entry

The View Enclosure Status dialog shows information about the temperature sensors, fans, and power supplies
installed in the selected enclosure. To view a selectable pop-up menu of all of the installed sensors, fans, or power
supplies, highlight the appropriate Select field, and press Enter.
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6.1

6.2

6.3

6.4

Overview

Overview

The Storage Command Line Tool (StorCLI) is the command line management software designed for the MegaRAID®
product line. The StorCLl is a command line interface that is designed to be easy to use, consistent, and easy to script.
This chapter provides information on installing and using the StorCLI and explains the various features of the StorCLI.

NOTE The legacy commands are deprecated from this guide.

Support for MegaCLI Commands

The MegaCLl commands can be executed on the StorCLI tool. A single binary is output for the StorCLI commands and
its equivalent MegaCLlI commands. See MegaCLI Commands to StorCLI Command Conversion for the information for
conversion from MegaCLl commands to StorCLI commands.

Devices Supported by the StorCLI Tool

The StorCLI tool is designed to work with the MegaRAID product line. The StorCLI tool supports the following
MegaRAID products.

The 926x product line.

The 928x product line.

The 924x product line.

LSI® MegaRAID SAS iMR

LSI MegaRAID SAS 9280-8e
LSI MegaRAID SAS 9260CV-8i
LSI MegaRAID SAS 9266CV-8i
LSI MegaRAID SAS 9285-8e

Installation

The MegaRAID controllers can be used with the following operating systems for Intel and AMD 32-bit and 64-bit
x86-based motherboards:

Microsoft® Windows® Server 2008 R2

Microsoft Windows 7 (32/64 bit)

Red Hat® Enterprise Linux® 5.8 (32/64 bit)

Red Hat Enterprise Linux 5.9

Red Hat Enterprise Linux 6.1

Red Hat Enterprise Linux 6.2 (32/64 bit)

SUSE® Linux Enterprise Server 11 SP2 (32/64 bit)
SUSE Linux Enterprise Server 10 SP4 (32/64 bit)
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m  Fedora Core Linux 15
m VMware® ESX 4.0
m VMware ESX 4.1 U2
m  VMware ESXi 4.1 U2
m VMware ESXi 5.0 U1
m  VMware 5.0 Update 2
= Solaris
m  FreeBSD
m  EFI
NOTE The LSISAS2208 and LSISAS2108 controllers provide support for
Microsoft Windows 8 and Microsoft Windows Server 2012 operating
systems.
6.4.1 Installing StorCLI on Microsoft Windows Operating Systems
The Windows StorCLI binary is provided in a binary format, and no separate installation is required.
1. Copy the binary file from the CD or from the LSI website.
2. Place the binary file in the directory from which you want to run the Storage Command Line Tool, and run
the tool.
NOTE StorCLI must be run with the administrator privileges.
6.4.2 Installing StorCLI on Linux Operating Systems
To install StorCLI on Linux operating systems, perform the following steps:
1. Unzip the StorCLI package.
2. Tolinstall the StorCLI RPM, run the rpm -ivh <StorCLI-x.xxX-x.noarch.rpm>command
3. Toupgrade the StorCLI RPM, run the rpm -Uvh <StorCLI-x.xxX-X.noarch.rpm> command. command.
6.4.3 Installing StorCLI on Ubuntu Operating Systems
To install StorCLI on the Ubuntu operating systems, perform the following steps:
NOTE Run all the commands using the super user (sudo) login.
1. Runthe command sudo dpkg -i storcli_1.0_all.deb forinstalling the debian package.
2. Runthecommanddpkg -1 | grep -1 storcli for verifying if the debian package was installed
successfully or not.
3. Touninstall the debian package, run the command, sudo dpkg -r storcli.
6.4.4 Installing StorCLI on VMware Operating Systems

To install StorCLI on VMware operating systems, run the following syntax from the command line:

esxcli software vib install -v=<path-to-vib-package>
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Example:

esxcli software vib install
-v=/vmfs/volumes/datastorel/StorCliMN/vmware-esx-StorCli-1.01.04.vib

The FreeBSD StorCLI binary is provided in a binary format, and no separate installation is required.

1. Copy the binary file from the CD or from the LSI website.

2. Place the binary file in the directory from which you want to run the Storage Command Line Tool, and run
the tool.

The EFI StorCLI binary is provided in a binary format, and no separate installation is required.

1. Copy the binary file from the CD or from the LSI website.

2. Place the binary file in the directory from which you want to run the Storage Command Line Tool, and run
the tool.

To install StorCLI on Solaris operating systems, run the following command:

pkgadd -d Storcli.pkg

StorCLI Command Syntax

This chapter describes the StorCLI command syntax and the valid values for each parameter in the general
command syntax.

NOTE To get the output in JSON format, add J at the end of the command
syntax.

Example: storcli /cx show <propertyl>|<property2>
J

NOTE JSON format output is not supported in the EFl operating system. The
EFl platformignores the J whenitis added at the end of the command
syntax.

NOTE Background operations are blocked in the EFl and HIl environments
and these operations are resumed in the operating system
environments.

The StorCLI syntax uses the following general format:
<[object identifier]> <verb> <[adverb | attributes | properties] > <[key=value]>

The StorCLI tool supports the object identifiers listed in the following table.
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Table 36 Object Identifiers in the StorCli Command Syntax

Object Identifier Description
No object identifier specified |If there is no object identifier, the command is a system command.
/cx This object identifier is for controller x.
/cx/vx This object identifier is for a virtual drive x on controller x.
/cx/vall This object identifier is for all virtual drives on controller x.
/cx/ex This object identifier is for an enclosure x on controller x.
/cx/eall This object identifier is for all enclosures on controller x.
/cx/Ex This object identifier is for a foreign configuration x on controller x.
/cx/fall This object identifier is for all foreign configurations on controller x.
/cx/ex/sx This object identifier is for the drive is slotx on enclosure x on controller x.
/cx/sx This object identifier represents the drives that are directly attached to controller x.
/cx/ex/sall This object identifier is for all the drives on enclosure x on controller x.
/cx/dx This object identifier is for the drive group x on enclosure x on controller x.
/cx/dall This object identifier is for the all drive groups on enclosure x on controller x.
/cx/px This object identifier is for a PHY operation x on controller x
/cx/pall This object identifier is for all PHY operations on controller x
/cx/bbu This object identifier is for a bbu x on controller x
/cx/cv This object identifier is for a cache vault x on controller x

NOTE

If enclosures are not used to connect physical drives to the controller,
you do not specify the enclosure ID in the command.

The StorCLI tool supports the following verbs.

Table 37 Verbs in the StorCli Command Syntax

Verbs Description
add This verb adds virtual drives, JBODs, and so on to the object identifier.
del This verb deletes a drive, value, or property of the object identifier.
set This verb sets a value of the object identifier.
show This verb shows the value and properties of the object identifier.
pause This verb pauses an ongoing operation.
resume This verb resumes paused operation.
suspend This verb suspends an ongoing operation. A suspended operation cannot be resumed.
compare This verb compares an input value with a system value.
download This verb downloads and flashes a file to the target.
start This verb starts an operation.
flush This verb flushes a controller cache or a drive cache.
stop This verb stops an operation that is in progress. A stopped process cannot be resumed.
import This verb imports the foreign configuration into the drive.
expand This verb expands the size of the virtual drive.
insert This verb replaces the configured drive that is identified as missing, and starts an automatic rebuild.
flasherase This verb erases the flash memory on the controller.
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Verbs Description
transform This verb downgrades the firmware memory on the controller.
restart This verb restarts the controller without a system reboot.
apply This verb applies the activation Key to a WarpDrive.

m <[adverb | attributes | properties] > - Specifies whatthe verb modifies or displays.
m < [key=value]> - Specifies a value, if a value is required by the command.

Working with the Storage Command Line Tool

This section describes the commands supported by the Storage Command Line Tool.

NOTE The Storage Command Line Tool is not case sensitive.

CAUTION The order in which you specify the command options should be the
same as in the User Guide; otherwise, the command will fail.

NOTE The Storage Command Line Tool does not support the Snapshot
feature.

System Show Commands

The Storage Command Line Tool supports the following system show commands:

storcli show

storcli show all
storcli show ctrlcount
storcli show help
storcli -v

The detailed description for each command follows.
storcli show

This command shows a summary of controller and controller-associated information for the system. The summary
includes the number of controllers, the host name, the operating system information, and the overview of
existing configuration.

storcli show all

This command shows the list of controllers and controller-associated information, information about the drives that
need attention, and advanced software options.

storcli show ctrlcount

This command shows the number of controllers detected in the server.
storcli show help

This command shows help for all commands at the server level.

storcli -v

This command shows the version of the Storage Command Line Tool.
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Controller commands provide information and perform actions related to the specified controller, such as the /c0
controller. The Storage Command Line Tool supports the controller commands described in this section.

Show and Set Controller Properties Commands

Table 38 Controller Commands Quick Reference Table

Commands Value Range Description
show <properties> See Table 39 Shows specific controller properties.
set <properties> See Table 39 Sets controller properties.
show all:Shows all properties of the virtual drive. Shows physical drive information.
freespace: Shows the freespace in the controller.
See Controller Show Commands.

This section provides command information to show and set controller properties.

NOTE You cannot set multiple properties with a single command.

storcli /cx show <property>

This command shows the current value of the specified property on the specified controller.
General example output:

Status Code = 0

Status = Success

Description = None

Controller: O

Property name = Property value

You can show the following properties using the storcli /cx show <propertyl>|<property2>command.

storcli /cx show abortcconerror
storcli /cx show activityforlocate
storcli /cx show alarm

storcli /cx show backplane

storcli /cx show batterywarning
storcli /cx show bgirate

storcli /cx show bootwithpinnedcache
storcli /cx show cachebypass

storcli /cx show cacheflushint
storcli /cx show ccrate

storcli /cx show coercion

storcli /cx show consistencycheck]|cc
storcli /cx show copyback

storcli /cx show directpdmapping
storcli /cx show dimmerswitch|ds
storcli /cx show eccbucketleakrate
storcli /cx show eccbucketsize
storcli /cx show eghs

storcli /cx show jbod

storcli /cx show loadbalancemode
storcli /cx show maintainpdfailhistory
storcli /cx show migraterate
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storcli
storcli
storcli
storcli
storcli
storcli
storcli
storcli
storcli
storcli
storcli
storcli
storcli
storcli
storcli
storcli
storcli.
storcli.
storcli.

/cx
/cx
/cx
/cx
/cx
/cx
/cx
/cx
/cx
/cx
/cx
/cx
/cx
/cx
/cx
/cx
exe
exe
exe

show
show
show
show
show
show
show
show
show
show
show
show
show
show
show
show

ncqg
patrolread|pr

perfmode

pi
prcorrectunconfiguredareas
prrate

rebuildrate

rehostinfo

restorehotspare

safeid

smartpollinterval
spinupdelay
spinupdrivecount

time

usefdeonlyencrypt
badblocks

/cx show wbsupport
/cx show DPM
/cx show SGPIOforce

storcli /cx set <property> = <value>

General example output:

Status Code

Status =

=0

Success

Description

Controller O,

None

new Property name = Property value

The following commands are examples of the properties that can be set using the storcli /cx set
<property>=<value>command:

storcli
storcli
storcli
storcli
storcli
storcli
storcli
storcli
storcli
storcli
storcli
storcli

storcli
storcli
storcli
storcli
storcli
storcli
storcli
storcli
storcli
storcli

/cx
/cx
/cx
/cx
/cx
/cx
/cx
/cx
/cx
/cx
/cx
/cx

/cx
/cx
/cx
/cx
/cx
/cx
/cx
/cx
/cx
/cx

set
set
set
set
set
set
set
set
set
set
set
set

set
set
set
set
set
set
set
set
set
set

abortcconerror=<on|off>
termlog[=on|off|offthisboot]
activityforlocate=<on|off>
alarm=<on|off|silence>
batterywarning=<on|off>
bgirate=<value>
bootwithpinnedcache=<on|off>
cachebypass=<on|off>
cacheflushinterval=<value>
ccrate=<value>
coercion=<value>

consistencycheck|cc=[0off|seqg]|conc] [delay=value]
[starttime=yyyy/mm/dd hh] [excludevd=x-y, z]
copyback=<on|off> type=<smartssd|smarthdd|all>

directpdmapping=<on|off>
eccbucketleakrate=<value>
eccbucketsize=<value>

eghs [state=<on|off>] [smarter=<on|off>] [eug=<on|off>]

backplane [mode=<0-3>] [expose=<on|off>]
dimmerswitch|ds=<on|off type=1|2]3]4>

foreignautoimport=<on|off>
jbod=<on|off>
loadbalancemode=<value>
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storcli /cx set maintainpdfailhistory=<on|off>

storcli /cx set migraterate=<value>

storcli /cx set ncg=<on|off>

storcli /cx set patrolread|pr {=on mode=<auto|manual>}|{off}

storcli /cxvset perfmode=<value>

storcli /cx set pi=[state=<on]|off>][import=<on]|off>]

storcli /cx set prcorrectunconfiguredareas=<on|off>

storcli /cx set prrate=<value>

storcli /cx set rebuildrate=<value>

storcli /cx set restorehotspare=<on|off>

storcli /cx set smartpollinterval=<value>

storcli /cx set spinupdelay=<value>

storcli /cx set spinupdrivecount=<value>

storcli /cx set stoponerror=<on|off>

storcli /cx set usefdeonlyencrypt=<on|off>

storcli /cx set time=yyyymmdd hh:mm:ss/systemtime

storcli /cx set usefdeonlyencrypt=<on|off>

storcli.exe /cx set DPM=<on|off>

storcli.exe /cx set supportssdpatrolread=<on|off>

storcli.exe /cx set SGPIOforce=<on]|off>

The following table lists and describes the properties for the show and set commands.

Table 39 Properties for Show and Set Commands

Property Name Set Command Range Description

abortcconerror on|off Aborts consistency check when it detects an

inconsistency.

activityforlocate on|off Enables/disables drive activity, drive activity
locates function for systems without SGPIO/SES
capabilities.
alarm on|off|silence Enables/disables alarm on critical errors.
silence: Silences the alarm.
batterywarning on|off Enables/disables battery warnings.
bgirate 0to 100 Sets background initialization rate in
percentage.
cacheflushint 0 to 255, default value 4 Sets cache flush interval in seconds.
ccrate 0to 100 Sets consistency check rate in percentage.
coercion 0:No coercion Sets drive capacity in coercion mode.
1:128 MB
2:1GB
consistencycheck See Consistency Check. See Consistency Check

LSI Corporation
-219-



MegaRAID SAS Software User Guide
August 2013

Chapter 6: StorCLI
Working with the Storage Command Line Tool

Property Name Set Command Range Description
copyback on|off Enables/disables copy back for drive types.
type = smartssd|smarthdd|all
smartssd: Copy back enabled for SSD
drives.
smar thdd: Copy back enabled for HDD
drives.
all: Copy back enabled for both ssd
drives and HDD drives.
Example:
storcli /cx set copyback=on
type=all
directpdmapping on|off Enables/disables direct physical drive mapping.
When enclosures are used, this feature is
disabled; otherwise it should be enabled.
eccbucketleakrate 0to 65535 Sets leak rate of the single-bit bucket in minutes
(one entry removed per leak-rate).
eccbucketsize 0to 255 Sets size of ECC single-bit-error bucket (logs
event when full).
eghs state on|off Enables/disables the commissioning of
otherwise incompatible global hot spare drives
as Emergency Hot Spare (EHSP) drives.
eghs smarter on|off Enables/disables the commissioning of
Emergency Hot Spare (EHSP) drives for
Predictive Failure (PFA) events.
eghs eug on|off Enables/disables the commissioning of

Unconfigured Good drives as Emergency Hot
Spare (EHSP) drives.

backplane mode

0: Use autodetect logic of backplanes,
such as SGPIO and I12C SEP using GPIO
pins.

1: Disable autodetect SGPIO.

2: Disable 12C SEP autodetect.

3: Disable both the autodetects.

Configures enclosure detection on a
non-SES/expander backplane.

backplane expose

on|off

Enables/disables device drivers to expose
enclosure devices; for example, expanders, SEPs.

dimmerswitch|ds

See Dimmer Switch Commands

See Dimmer Switch Commands.

foreignautoimport on|off Imports foreign configuration automatically, at
boot.

jbod on|off Enables/disables JBOD mode; by default, drives
become system drives.Not supported by all
controllers.

loadbalancemode on|off Enables/disables automatic load balancing
between SAS phys or ports in a wide port
configuration.

maintainpdfailhistory on|off Maintains the physical drive fail history.

migraterate 0to 100 Sets data migration rate in percentage.

patrolread|pr

See Patrol Read.

See Patrol Read

perfmode

0: Tuned to provide best IOPS, currently
applicable to non-FastPath

1:Tuned to provide least latency, currently
applicable to non-FastPath

Performance tuning setting for the controller.

LSI Corporation
-220-




MegaRAID SAS Software User Guide Chapter 6: StorCLI

August 2013 Working with the Storage Command Line Tool
Property Name Set Command Range Description

pi on|off Enables/disables data protection on the
controller.

pl import on|off Enables/disables import data protection drives
on the controller.

prcorrectunconfiguredareas on|off Correct media errors during PR by writing Os to
unconfigured areas of the disk.

prrate 0to 100 Sets patrol read rate of the virtual drives in
percentage.

rebuildrate 0to 100 Sets rebuild rate of the drive in percentage.

reconrate 0to 100 Sets reconstruction rate for a drive in
percentage.

restorehotspare on|off Becomes a hot spare on insertion of a failed
drive.

smartpollinterval 0to 65535 Set time for polling of SMART errors in seconds.

spinupdrivecount 0to 255 Sets number of drives that are spun up at a time.

spinupdelay 0to 255 Sets spin-up delay between a group of drives or
a set of drives, in seconds.

stoponerror on|off Stops the MegaRAID BIOS during POST, if any
errors are encountered.

time Valid time in yymmdd hh:mm: ss format |Sets the controller time to your input value or

or systemtime the system time (local time in 24-hour format).

usefdeonlyencrypt on|off Enables/disables FDE drive-based encryption.

DPM on|off Enables/disables drive performance monitoring

supportssdpatrolread on|off Enables/disables patrol read for SSD drives.

SGPIOforce on|off Force SGPIO status per port only for four drives;
affects HPC controllers.

6.6.2.2 Controller Show Commands

The Storage Command Line Tool supports the following show commands:

storcli /cx show
storcli /cx show all
storcli /cx show freespace

The detailed description for each command follows.
storcli /cx show

This command shows the summary of the controller information. The summary includes basic controller information,
foreign configurations, drive groups, virtual drives, physical drives, enclosures, and BBU information.

Input example:
storcli /cl show
storcli /cx show all

This command shows all controller information, which includes basic controller information, bus information,
controller status, advanced software options, controller policies, controller defaults, controller capabilities, scheduled
tasks, miscellaneous properties, foreign configurations, drive groups, virtual drives, physical drives, enclosures, and
BBU information.
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Input example:

storcli /cO0 show all

storcli /cx show freespace

NOTE

Chapter 6: StorCLI
Working with the Storage Command Line Tool

The PClinformation displayed as a part of storcli /cx showand
storcli /cx show all commands is not applicable for the
FreeBSD operating system. Hence, the PCl information fields are
displayed as N/A.

This command shows the usable free space in the controller.

Input example:

storcli /c0 show freespace

Controller Background Tasks Operation Commands

storcli /cx set rebuildrate=<value>
storcli /cx show rebuildrate

The detailed description for each command follows.

storcli /cx set rebuildrate=<value>

This command sets the rebuild task rate of the specified controller. The input value is in percentage.

Input example:

storcli /c0 set rebuildrate=30

storcli /cx show rebuildrate

NOTE

A high rebuild rate slows down I/0 processing.

This command shows the current rebuild task rate of the specified controller in percentage.

Input example:

storcli /cO show rebuildrate

The Storage Command Line Tool supports the following patrol read commands:

storcli /cx resume patrolread

storcli /cx set patrolread ={{on mode=<auto|manual>}|{off}}

storcli /cx set patrolread [starttime=<yyyy/mm/dd hh>] [maxconcurrentpd=<value>]
[includessds=<on]|off>] [uncfgareas=<on|off>]

/cx set patrolread delay=<value>

/cx show patrolread

/cx start patrolread

/cx stop patrolread

/cx suspend patrolread

storcli
storcli
storcli
storcli
storcli

NOTE

A patrol read operation is scheduled for all the physical drives of the
controller.
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The detailed description for each command follows.

storcli /cx resume patrolread

This command resumes a suspended patrol read operation.
Input example:
storcli /c0 resume patrolread

storcli /cx set patrolread {=on mode=<auto|manual>}|{off}

This command turns the patrol read scheduling on and sets the mode of the patrol read to automatic or manual.
Input example:
storcli /c0 set patrolread=on mode=manual

storcli /cx set patrolread [starttime=<yyyy/mm/dd hh>][maxconcurrentpd=<value>] [includessds=<on|off>]
[uncfgareas=on|off]

This command schedules a patrol read operation. You can use the following options for patrol read command

Table 40 Set Patrolread Input Options

Option Value Range Description
starttime A valid date and hour in 24 hours format |Sets the start time in yyyy/mm/dd hh format.
maxconcurrentpd |Valid number of physical drives present  |Sets the number of physical drives that can be patrol read at a
single time.
includessds — Include SSDs in the patrol read.
uncfgareas — Include the areas not configured in the patrol read.
NOTE Controller time is taken as a reference for scheduling a patrol read

operation.
Input example:
storcli /c0 set patrolread=on starttime=2012/02/21 00
storcli /cx set patrolread [delay=<value>]
This command delays the scheduled patrol read in hours.
Input example:
storcli /c0 set patrolread delay=30
storcli /cx show patrolRead
This command shows the progress on the current patrol read in percentage.
Input example:
storcli /c0 show patrolread
storcli /cx start patrolread
This command starts the patrol read operation. This command starts a patrol read immediately.
Input example:
storcli /c0 start patrolread

storcli /cx stop patrolread

This command stops a running patrol read operation.
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Input example:

storcli /c0 stop patrolread

NOTE You cannot resume a stopped patrol read.

storcli /cx suspend patrolread

This command pauses a running patrol read operation.
Input example:
storcli /c0 suspend patrolread

NOTE You can run this command only when a patrol read operation is
running on the controller.

The Storage Command Line Tool supports the following commands to schedule, perform, and view the status of a
consistency check (CC) operation:

storcli /cx set consistencycheck|cc=[off]|seqg|conc] [delay=value]
starttime=yyyy/mm/dd hh [excludevd=x-y, z]

storcli /cx show cc

storcli /cx show ccrate

The detailed description for each command follows.

This command schedules a consistency check (CC) operation. You can use the following options with the consistency
check command.

Table 41 Set CC Input Options

Option Value Range Description
cc seq: Sequential mode. Sets CC to either sequential mode, or concurrent mode, or turns off the CC.
conc: Concurrent mode. NOTE The concurrent mode slows I/O processing.
of £: Turns off the consistency
check.
delay -1 and any integer value. Delay a scheduled consistency check. The value is in hours. A value of 0

makes the CC runs continuously with no delay (in a loop).

NOTE Only scheduled consistency checks can be delayed.

starttime A valid date and hour in Start time of a consistency check is yyyy/mm/dd hh format.
24-hours format.

excludevd The range should be less than |Excludes virtual drives from the consistency checks. To exclude particular
the number of virtual drives. |virtual drives, you can provide list of virtual drive names (Vx,Vy ... format) or
the range of virtual drives that you want to exclude from a consistency
check (Vx-Vy format). If this option is not specified in the command, no
virtual drives are excluded.

Input example:
storcli /cO set CC=on starttime=2012/02/21 00 excludevd v0-v3

storcli /cx show cc

This command shows the consistency check schedule properties for a controller.
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Input example:
storcli /c0 show cc

storcli /cx show ccrate

This command checks the status of a consistency check operation. The CC rate appears in percentage.
Input example:

storcli /cO show ccrate
NOTE A high CC rate slows I/0 processing.

Premium Feature Key Commands

The Storage Command Line Tool supports the following commands for premium feature keys:

storcli /cx set advancedsoftwareoptions (aso) key=<value> [preview]
storcli /cx aso [transfertovault] [rehostcomplete] [deactivatetrialkey]
storcli /cx show safeid

The detailed description for the command follows.

storcli /cx set advancedsoftwareoptions(aso) key=<value> [preview]

This command activates advanced software options (ASO) for a controller. You can use the following options with the
advanced software options command.

Table 42 Set Advanced Software Options Input Options

Option Value Range Description

key 40 alpha numeric characters. |Key to activate ASO on the controller.

NOTE After they are activated, ASOs cannot be removed from the controller.

deactivatetria |— Deactivates the trial key applied on the specified controller.
lkey

rehostcomplete |[— Enables rehosting on the specified controller.
transfertovault — Transfers the ASO key to the vault and disables the ASO.

Input example:
storcli /c0 set Aso key=LSI0000

storcli /cx show safeid

This command shows the Safe ID of the specified controller.
Input example:

storcli /cO0 show safeid

Controller Security Commands

The Storage Command Line Tool supports the following controller security commands:

storcli /cx compare securitykey=ssssss

storcli /cx delete securitykey

storcli /cx set securitykey keyid=kkkk

storcli /cx set securitykey=sssss [passphrase=sssss] [keyid=sssss]

storcli /cx set securitykey=sssss oldsecuritykey=ssss [passphrase=sssss]
[keyid=sssss]
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The detailed description for each command follows.

storcli /cx show securitykey keyid

This command shows the security key on the controller.
Input example:
storcli /c0 show securityKey keyid

storcli /cx compare securitykey=ssssss

This command compares and verifies the security key of the controller.

storcli /cx delete securitykey

This command deletes the security key of the controller.
Input example:
storcli /c0 delete securitykey

storcli /cx set securitykey keyld=kkkk

This command sets the key ID for the controller. The key ID is unique for every controller.

storcli /cx set securitykey=sssss [passphrase=sssssi[keyid=sssss]

This command sets the security key for the controller. You can use the following options with the set security
key command.

Table 43 Set Security Key Input Options

Option Value Range Description

passphrase |Should have a combination of numbers, |String that is linked to the controller and is used in the next
upper case letters, lower case letters and |bootup to encrypt the lock key. If the passphrase is not set, the
special characters. controller generates it by default.

Minimum of 8 characters and maximum
of 32 characters.

keyid — Unique ID set for different controllers to help you specify a
passphrase to a specific controller.

Input example:

storcli /c0 set securitykey=Lsi@12345 passphrase=LsiQR123456 keyid=1

This command changes the security key for the controller.

Input example:

storcli /c0 set securitykey=Lsi@12345 oldsecuritykey=passl23
passphrase=Lsi@123456 keyid=1

6.6.2.6 Flashing Controller Firmware Command
NOTE The Flashing Controller Firmware command is not supported in
Embedded MegaRAID.

The following command is used to flash the controller firmware.
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storcli /cx download file=filepath [fwtype=<value>] [nosigchk] [noverchk] [resetnow]

This command flashes the firmware with the ROM file to the specified adapter from the given file location (filepath is
the absolute file path). You can use the following options when you flash the firmware:

Table 44 Flashing Controller Firmware Input Options

Option Value Range Description
nosigchk |— The application flashes the firmware even if the check word on the file does not match the
required check word for the controller.
NOTE You can damage the controller if a corrupted image is flashed using this option.
noverchk |— The application flashes the controller firmware without checking the version of the firmware

image.

fwtype 0: Application
1: TMMC

The firmware type to be downloaded. The application downloads the firmware for the
controller. The TMMC downloads the firmware for the TMMC battery only. Default is 0
(application).

resetnow |—

Invokes online firmware update on the controller; you do not need to reboot the controller
to make the update effective.

Controller Cache Command

The following command flushes the controller cache.

storcli /cx flush|flushcache

This command flushes the controller cache.

Input example:

storcli /cO0 flushcache

This section describes the drive commands, which provide information and perform actions related to physical drives.
The following table describes frequently used virtual drive commands.

Table 45 Physical Drives Commands Quick Reference Table

Commands Value Range Description
set missing: Sets the drive status as missing. Sets physical drive properties.
good: Sets the drive status to unconfigured good.
of f1ine: Sets the drive status to offline.
online: Sets the drive status to online.
show all:shows all properties of the physical drive. Shows virtual drive information.

See Drive Show Commands.

Drive Show Commands

The Storage Command Line Tool supports the following drive show commands:

storcli /cx[/ex]/sx show
storcli /cx[/eall]l/sall show
storcli /cx[/ex]/sx|sall show all

LSI Corporation
-227-



MegaRAID SAS Software User Guide Chapter 6: StorCLI

August 2013

6.6.3.2

Working with the Storage Command Line Tool

NOTE If enclosures are used to connect physical drives to the controller,
specify the enclosure ID in the command. If no enclosures are used,
you must specify the controller ID and slot ID.

The detailed description for each command follows.

storcli /cx[/ex]/sx show

This command shows the summary of the physical drive for a specified slot in the controller.

Input example:

storcli /c0/e0/s4,5 show

storcli /cx[/ealll/sall show

This command shows the summary information for all the enclosures and physical drives connected to the controller.
Input example:

storcli /c0/eall/sall show

storcli /cx[/ex]/sx|sall show all

This command shows all information of a physical drive for the specified slot in the controller. If you use the a11
option, the command shows information for all slots on the controller. x stands for a number, a list of numbers, a range
of numbers, or all numbers.

Input examples:
storcli /c0/e3/s0-3 show all
storcli /c0/e35/sall show all

NOTE The storcli /cx/sxshow all command shows tape drives
information.

Missing Drives Commands

The Storage Command Line Tool supports the following commands to mark and replace missing physical drives:

storcli /cx[/ex]/sx insert dg=A array=B row=C
storcli /cx[/ex]/sx set missing

storcli /cx[/ex]/sx set offline

storcli /cx/dall

The detailed description for each command follows.

storcli /cx[/ex]/sx insert dg=A array=B row=C

This command replaces the configured drive that is identified as missing, and then starts an automatic rebuild.
Input example:

storcli /c0/e25/s3 insert dg=0 array=2 row=1

storcli /cx[/ex]/sx set missing

This command marks a drive as missing.

Input example:

storcli /c0/s4 set missing

storcli /cx/dall

This command is used to find the missing drives.
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storcli /cx[/ex]/sx set offline

This command marks the drive in an array as offline.

NOTE To setadrive thatis part of an array as missing, first set it as offline. After
the drive is set to offline, you can then set the drive to missing.

Set Drive State Commands

The Storage Command Line Tool supports the following commands to set the status of physical drives:

/ex
/ex
/ex
/ex
/ex
/ex

storcli /cx
storcli /cx
storcli /cx
storcli /cx
storcli /cx
storcli /cx

/sx set jbod

/sx set good [force]

/sx set offline

/sx set online

/sx set missing

/sx set bootdrive=<on|off>

— — — o/ /o
e e e

The detailed description for each command follows.
storcli /cx[/ex]/sx set jbod

This command sets the drive state to JBOD.

Input example:

storcli /cl/e56/s3 set jbod

storcli /cx[/ex]/sx set good [force]

This drive changes the drive state to unconfigured good. If the drive has the operating system in it, use the
force option.

Input example:

storcli /cl/e56/s3 set good

storcli /cx[/ex]/sx set offline

This command changes the drive state to offline.
Input example:

storcli /cl/e56/s3 set offline
storcli /cx[/ex]/sx set online

This command changes the drive state to online.
Input example:

storcli /cl/e56/s3 set online
storcli /cx[/ex]/sx set missing

This command marks a drive as missing.

Input example:

storcli /cl/e56/s3 set missing
storcli /cx[/ex]/sx set bootmode=<on|off>
This command sets or unsets a physical drive as a boot drive.
Input example:

storcli /cl/e56/s3 set bootmode=on
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Drive Initialization Commands

When you initialize drives, all the data from the drives is cleared. The Storage Command Line Tool supports the
following commands to initialize drives:

storcli /cx[/ex]/sx show initialization
storcli /cx[/ex]/sx start initialization
storcli /cx[/ex]/sx stop initialization

The detailed description for each command follows.

storcli /cx[/ex]/sx show initialization

This command shows the current progress of the initialization progress in percentage.
The estimated time (in minutes) left to complete the operation is also shown.

Input example:

storcli /c0/e31/s4 show initialization

storcli /cx[/ex]/sx start initialization

This command starts the initialization process on a drive.

Input example:

storcli /c0/e31/s4 start initialization

storcli /cx[/ex]/sx stop initialization

This command stops an initialization process running on the specified drive. A stopped initialization process cannot
be resumed.

Input example:

storcli /c0/e56/sl stop initialization

Drive Firmware Download Commands

The Storage Command Line Tool supports the following command to download drive firmware:

storcli /cx[/ex]/sx download src=filepath [satabridge]

This command flashes the firmware with the specified file. The satabridge option lets you download the SATA
bridge firmware in online mode.

Input example:

storcli /c0/e56/sl1 download src=c:\filel.bin

Locate Drives Commands

The Storage Command Line Tool supports the following commands to locate a drive and activate the physical disk
activity LED:

storcli /cx[/ex]/sx start locate
storcli /cx[/ex]/sx stop locate

The detailed description for each command follows.

storcli /cx[/ex]/sx start locate

This command locates a drive and activates the drive's LED.
Input example:
storcli /c0/e56/sl1l start locate
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storcli /cx[/ex]/sx stop locate

This command stops a locate operation and deactivates the drive’s LED.
Input example:

storcli /c0/e56/sl stop locate

Prepare to Remove Drives Commands

The Storage CLI supports the following commands to prepare the physical drive for removal:

storcli /cx[/ex]/sx spindown
storcli /cx[/ex]/sx spinup

The detailed description for each command follows.

storcli /cx[/ex]/sx spindown

This command spins down an unconfigured drive and prepares it for removal. The drive state is unaffiliated and it is
marked offline.

Input example:

storcli /cx/e34/s4 spindown

storcli /cx[/ex]/sx spinup

This command spins up a spun-down drive and the drive state is unconfigured good.
Input example:

storcli /cx/e34/s4 spinup

Drive Security Command

The Storage Command Line Tool supports the following drive security command:
storcli /cx[/ex]/sx show securitykey keyid

storcli /cx[/ex]/sx show securitykey keyid

This command shows the security key for secured physical drives.
Input example:

storcli /c0/e252/sl show SecurityKey keyid

Drive Secure Erase Commands

The Storage Command Line Tool supports the following drive erase commands:

storcli /cx[/ex]/sx secureerase [force]

storcli /cx[/ex]/sx show erase

storcli /cx[/ex]/sx start erase [simple|normal|thorough] [patternA=<valuel>]
[patternB=<value2>]

storcli /cx[/ex]/sx stop erase

The detailed description for each command follows.

storcli /cx[/ex]/sx secureerase [force]

This command erases the drive's security configuration and securely erases data on a drive. You can use the force
option as a confirmation to erase the data on the drive and the security information.

Input example:

storcli /c0/e25/sl secureerase
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NOTE This command deletes data on the drive and the security
configuration and this data is no longer accessible. This command is
used for SED drives only.

storcli /cx[/ex]/sx show erase

This command provides the status of erase operation on non-SEDs.
Input example:
storcli /c0/e25/sl show erase

storcli /cx[/ex]/sx start erase [simple|normal|thorough|standard] [patternA=<val1>] [patternB=<val2>]

This command securely erases non-SED drives. The drive is written with erase patterns to ensure that the data is
securely erased. You can use the following options with the start erase command:

Table 46 Drive Erase Command Options

Options Value Range Description

erase

simple: Single pass, single pattern write Secure erase type.
normal: Three pass, three pattern write
thorough: Nine pass, repeats the normal write 3 times

patternA

8-bit value Erase pattern A to overwrite the data.

patternB

8-bit value Erase pattern B to overwrite the data.

6.6.3.10

Input example:

storcli /c0/e25/sl start erase thorough patternA=10010011 patternB=11110000

Rebuild Drives Commands

The following commands rebuild drives in the Storage Command Line Tool:
storcli /cx[/ex]/sx pause rebuild

storcli /cx[/ex]/sx resume rebuild

storcli /cx[/ex]/sx show rebuild

storcli /cx[/ex]/sx start rebuild

storcli /cx[/ex]/sx stop rebuild

NOTE If enclosures are used to connect physical drives to the controller,
specify the enclosure ID in the command.
The detailed description for each command follows.

storcli /cx[/ex]/sx pause rebuild

This command pauses an ongoing rebuild process. You can run this command only for a drive that is currently rebuilt.
Input example:
storcli /c0/s4 pause rebuild

storcli /cx[/ex]/sx resume rebuild

This command resumes a paused rebuild process. You can run this command only when a paused rebuild process for
the drive exists.

Input example:

storcli /c0/s4 resume rebuild
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storcli /cx[/ex]/sx show rebuild

This command shows the progress of the rebuild process in percentage.

The estimated time (in minutes) left to complete the operation is also shown.
Input example:

storcli /c0/s5 show rebuild

storcli /cx[/ex]/sx start rebuild

This command starts a rebuild operation for a drive.
Input example:
storcli /c0/s4 start rebuild

storcli /cx[/ex]/sx stop rebuild

This command stops a rebuild operation. You can run this command only for a drive that is currently rebuilt.
Input example:

storcli /c0/s4 stop rebuild

Drive Copyback Commands

The Storage Command Line Tool supports the following commands for drive copyback:

storcli /cx[/ex]/sx pause copyback

storcli /cx[/ex]/sx resume copyback

storcli /cx[/ex]/sx show copyback

storcli /cx[/ex]/sx start copyback target=eid:sid
storcli /cx[/ex]/sx stop copyback

The detailed description for each command follows.

NOTE In the copyback commands, cx[/ex] /sxindicates the source drive
and eid: sidindicates the target drive.

NOTE When a copyback operation is enabled, the alarm continues to beep
even after a rebuild is complete; the alarm stops beeping only when
the copyback operation is completed.

storcli /cx[/ex]/sx pause copyback

This command pauses a copyback operation. You can run this command only when there is a copyback
operation running.

Input example:
storcli /c0/e25/s4 pause copyback
storcli /cx[/ex]/sx resume copyback

This command resumes a paused copyback operation. You can run this command only when there is a paused
copyback process for the drive.

Input example:
storcli /c0/e25/s4 resume copyback

storcli /cx[/ex]/sx show copyback

This command shows the progress of the copyback operation in percentage.
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The estimated time (in minutes) left to complete the operation is also shown.
Input example:

storcli /c0/e25/s4 show copyback

storcli /cx[/ex]/sx start copyback target=eid:sid

This command starts a copyback operation for a drive.

Input example:

storcli /c0/e25/s4 start copyback target=25:87

storcli /cx[/ex]/sx stop copyback

This command stops a copyback operation. You can run this command only on drives that have the copyback
operation running.

Input example:

storcli /c0/e25/s4 stop copyback
NOTE A stopped rebuild process cannot be resumed.

Hot Spare Drive Commands
The following commands create and delete hot spare drives:
storcli /cx[/ex]/sx add hotsparedrive

{dgs=<n|0,1,2...>}[enclaffinity] [nonrevertible]
storcli /cx/[ex]/sx delete hotsparedrive

NOTE If enclosures are used to connect the physical drives to the controller,
specify the enclosure ID in the command.

The detailed description for each command follows.

This command creates a hot spare drive. You can use the following options to create a hot spare drive:

Table 47 Add Hotsparedrive Input Options

Option Value Range Description
dgs Valid drive group number Specifies the drive group to which the hot spare drive is
dedicated.
enclaffinity Valid enclosure number Specifies the enclosure with which the hot spare is

associated. If this option is specified, affinity is set; if it is
not specified, there is no affinity.

NOTE Affinity cannot be removed after it is set for a hot
spare drive.

nonrevertible — Sets the drive as a nonrevertible hot spare.

Input example:

storcli /c0/e3/s4,5 add hotsparedrive

This command sets the drives /c0/e3/s4,5 as Global Hot spare.
Input example:

storcli /c0/e3/s6,8 add hotsparedrive dgs=0,1
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This command sets /c0/e3/s6,8 as Dedicated Hot spare for disk groups 0,1.

storcli /cx/[ex]/sx delete hotsparedrive

This command deletes a hot spare drive.
Input example:

storcli /c0/e3/s4,5 delete hotsparedrive

The Storage Command Line Tool supports the following virtual drive commands. The following table describes
frequently used virtual drive commands.

Table 48 Virtual Drives Commands Quick Reference Table

Commands Value Range Description

add See Table 49 and Table 50 Creates virtual drives.

delete cc or cachecade: Deletes CacheCade® virtual drives. Deletes a virtual drive.
force: Deletes the virtual drive where operating system is present.

set See Table 49, Table 50, and Change Virtual Properties Commands Sets virtual drive properties.

show all:Shows all properties of the virtual drive. Shows virtual drive information.
cc: Shows properties of CacheCade virtual drives.
See Virtual Drive Show Commands.

6.6.4.1 Add Virtual Drives Commands

The Storage Command Line Tool supports the following commands to add virtual drives:

storcli /cx add vd raid[0]115]6]100]10]50|60] [Size=<VD1_Sz>,<VD2_Sz>,..lall]
[name=<VDNAME1>,..] drives=e:sl|e:s-x,y;e:s-X,Vy,z [PDperArray=x] [SED]
[pdcache=on|off|default] [pi] [DimmerSwitch (ds)=default]|automatic (auto) |

none |maximum (max) | MaximumWithoutCaching (maxnocache) ]

[wt|wb] [nora|ra] [direct|cached] [CachedBadBBU|NoCachedBadBBU] [cachevd]
[Strip=<8116132|641128|256]11024>] [AfterVd=X] [Spares = [e:]s]|[e:]ls-x]|[e:]ls-Xx,V]
[force] [ExclusiveAccess]

storcli /cx add vd each raid0O [name=<VDNAMEI>,..] [drives=e:s|e:s-x|e:s-X, V]
[SED] [pdcache=on]|off|default] [pi] [DimmerSwitch (ds)=default]|automatic (auto) |
none |maximum (max) | MaximumWithoutCaching (maxnocache)] [wt|wb] [noral|ra]
[direct|cached]

[CachedBadBBRU |NoCachedBadBBU] [Strip=<8|16|32164]1128|256|1024>] [ExclusiveAccess]

storcli /cx add VD cachecade|cc raid[0,1,10] drives =
[e:]s|[e:]ls—x|[e:]s-x,y [WT| WB] [assignvds = 0,1,2]

This command creates a RAID configuration. You can use the following options to create the RAID volume:

NOTE * indicates default values.
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The detailed description for each command follows.
storcli /cx add vd raid[0]1]|5]6|00|10|50|601[Size=<VD1_Sz>,<VD2 Sz>...|*alll [name=<VDNAME1>,..]
drives=e:s|e:s-x]|e:s-x,y;e:s-x,y.z [PDperArray=x1[SED] [pdcache=on|off|*default][pil
[DimmerSwitch(ds)=default|automatic(auto)|
*none|maximum(max)|MaximumWithoutCaching(maxnocache)llcachevdl[ExclusiveAccess|SharedAccess*1**
[wt|*wb] [noral*ra] [*direct|cached] [CachedBadBBU|*NoCachedBadBBU] [Strip=<8|16|32|64|128|256|1024>]
[AfterVd=X] [Spares = [e:]s|[e:]s-x|[e:]s-x,y] [force]
Table 49 Add RAID Configuration Input Options
Option Value Range Description
raid [0]1]5]6]00]10]50]60]. Sets the RAID type of the configuration.
size Maximum size based on the physical drives Sets the size of each virtual drive. The default value
and RAID level. is for the capacity of all referenced disks.
name 15 characters of length. Specifies the drive name for each virtual drive.
drives Valid enclosure number and valid slot numbers |In e: s| e: s-x| e: s-x, v
for the enclosure. m e specifies the enclosure ID.
m  srepresents the slot in the enclosure.
m  e:s-x-istherange convention used to
represent slots s to x in the enclosure e.
pdperarray 1-16. Specifies the number of physical drives per array.
The default value is automatically chosen.
sed — Creates security-enabled drives.
pdcache on|off|default. Enables or disables PD cache.
pi — Enables protection information.
dimmerswitch default: Logical device uses controller Specifies the power-saving policy.

default power-saving policy.

automatic (auto): Logical device power
savings are managed by firmware.

none: No power-saving policy.

maximum (max): Logical device uses maximum
power savings.
MaximumWithoutCaching(maxnocache):

Logical device does not cache write to
maximize power savings.

Sets to default automatically.

direct|cached

cached: Cached I/0.
direct: Direct I/O.

Sets the logical drive cache policy.
Direct I/0 is the default.

wt |wb wt: Write through.wb: Write back. Enables write through.
Write back is the default.
nora|ra ra: Read ahead.nora: No read ahead. Disables read ahead.

Enabled is the default.

cachedbadbbu | nocachedbadbbu

cachedbadbbu: Enable bad BBU caching.
nocachedbadbbu: Disable bad BBU caching.

Enables caching when BBU is not functioning.
Disabled is the default.

cachevd

Enables SSD caching on the created virtual drive.

strip

8,16,32,64,128,256,512,1024.

Sets the strip size for the RAID configuration.
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Option Value Range Description
aftervd Valid virtual drive number. Creates the VD in the adjacent free slot next to the
specified VD.
spares Number of spare physical drives present. Specifies the physical drives that are to be assigned
to a disk group for spares.
force — Forces a security-capable physical drive to be added

to a drive group without security.

Input example:

storcli /c0 add vd raidlO size=2gb, 3gb, 4gb names=tmpl, tmp2, tmp3
drives=252:2-3,5,7 pdperarray=2

This command creates CacheCade virtual drives and associates existing virtual drives to CacheCade virtual drives. You
can use the following options to create the CacheCade virtual drive.

Table 50 Add RAID Configuration Input Options

Option Value Range Description
cachecade — Creates a CacheCade virtual drive.
raid 0,1,10 Sets the RAID type of the CacheCade virtual drive.
drives Valid enclosure number and valid slot number |See the drivesrow in the previous table for format.
wt | *wb wt: Enables write through. Enables or disables write cache.
wh: Enables write back.
assignvds Valid virtual drive number (0 to 63) Specifies the list of virtual drives associated with the new CacheCade
virtual drives.

Input example:

storcli /c0 add vd raidlO size=2gb, 3gb,4gb names=tmpl, tmp2, tmp3 drives=252:2-3, 7
6.6.4.2 Delete Virtual Drives Commands

The Storage Command Line Tool supports the following virtual drive delete commands:

storcli /cx/vx|vall del
storcli /cx/vx|vall del cachecade
storcli /cx/vx|vall del force

NOTE If the virtual drive has user data, you must use the force option to
delete the virtual drive.
A virtual drive with a valid master boot record (MBR) and a partition
table is considered to contain user data.

If you delete a virtual drive with a valid MBR without erasing the data and then create a new virtual drive using the
same set of physical drives and the same RAID level as the deleted virtual drive, the old unerased MBR still exists at
block0 of the new virtual drive, which makes it a virtual drive with valid user data. Therefore, you must provide the
force option to delete this newly created virtual drive.

The detailed description for each command follows.

storcli /cx/vx|vall del

This command deletes a particular virtual drive or, when the val1l option is used, all the virtual drives on the
controller are deleted.
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Input example:
storcli /c0/v2 del
NOTE This command deletes virtual drives. Data located on these drives will
no longer be accessible.

storcli /cx/vx]vall del cachecade

This command deletes a specific CacheCade virtual drive on a controller, or all the CacheCade configuration for
a controller.

Input example:
storcli /c0/vall del cachecade

NOTE This command deletes virtual drives. Data located on these drives will
no longer be accessible.

storcli /cx/vx|vall del force

This command deletes a virtual drive only after the cache flush is completed. With the force option, the command
deletes a virtual drive without waiting for the cache flush to complete.

Input example:
storcli /c0/v2 del force
NOTE This command deletes the virtual drive where the operating system is

present. Data located on these drives and the operating system of the
drive will no longer be accessible

Virtual Drive Show Commands

The Storage Command Line Tool supports the following virtual drive show commands:

storcli /cx/vx show
storcli /cx/vx show all

The detailed description for each command follows.

storcli /cx/vx show

This command shows the summary of the virtual drive information.
Input example:

storcli /c0/v0 show

storcli /cx/vx show all

This command shows all virtual drive information, which includes virtual drive information, physical drives used for
the virtual drives, and virtual drive properties.

Input example:

storcli /c0/v0 show all

Preserved Cache Commands

If a virtual drive becomes offline or is deleted because of missing physical disks, the controller preserves the dirty
cache from the virtual disk. The Storage Command Line Tool supports the following commands for preserved cache:

storcli /cx/vx delete preservedCache [force]
storcli /cx show preservedCache
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The detailed description for each command follows.

storcli /cx/vx delete preservedcache

This command deletes the preserved cache for a particular virtual drive on the controller in missing state. Use the
force option to delete the preserved cache of a virtual drive in offline state.

Input example:
storcli /c0/vl delete preservedcache

storcli /cx show preservedCache

This command shows the virtual drive that has preserved cache and whether the virtual drive is offline or missing.
Input example:

storcli /c0 show preservedCache

Change Virtual Properties Commands

The Storage Command Line Tool supports the following commands to change virtual drive properties:

storcli /cx/vx set accesspolicy=<rw]|rol|blocked]|rmvblkd>
storcli /cx/vx set iopolicy=<cached|direct>

storcli /cx/vx set name=<namestring>

storcli /cx/vx set pdcache=<on|off|default>

storcli /cx/vx set rdcache=<ra|nora>

storcli /cx/vx|vall set ssdcaching=<on|off>

storcli /cx/vx|vall set HostAccess=ExclusiveAccess|SharedAccess
storcli /cx/vx set wrcache=<wt |wb|awb>

storcli /cx/vx set emulationType=0]1

storcli /cx/vx set ds=Default|Auto|None|Max|MaxNoCache
storcli /cx/vx set autobgi=On|Off

storcli /cx/vx set pi=0ff

storcli /cx/vx set bootdrive=<On|Off>

The detailed description for each command follows.

storcli /cx/vx set accesspolicy=<rw]|ro|blocked|rmvblkd>

This command sets the access policy on a virtual drive to read write, read only, or blocked or rmvblkd
(remove blocked).

Input example:

storcli /c0/v0 set accesspolicy=rw

storcli /cx/vx set iopolicy=<cached|direct>

This command sets the I/0 policy on a virtual drive to cached I/O or direct I/0.
Input example:

storcli /c0/v0 set iopolicy=cached

storcli /cx/vx set name=<namestring>

This command names a virtual drive. The name is restricted to 15 characters
Input example:

storcli /cl/v0 set name=testdrivel23

LSI Corporation
-239-



MegaRAID SAS Software User Guide Chapter 6: StorCLI

August 2013

6.6.4.6

Working with the Storage Command Line Tool

storcli /cx/vx set pdcache=<on|off|default>

This command sets the current disk cache policy on a virtual drive to on, off, or default setting.
Input example:

storcli /c0/v0 set pdcache=on

storcli /cx/vx set rdcache=<ra|nora>

This command sets the read cache policy on a virtual drive to read ahead, no read ahead, or adaptive read ahead.
Input example:
storcli /c0/v0 set rdcache=nora

storcli /cx/vx]vall set ssdcaching=<on|off>

This command assigns CacheCade virtual drives. If ssdcaching=of £, the CacheCade virtual drive is removed.
Input example:

storcli /c0/v0 set ssdcaching=on

storcli /cx/vx|vall set HostAccess=ExclusiveAccess|SharedAccess

This command sets the host access policy for the virtual drive. when the host access policy is exclusive access, a server
has exclusive access to the virtual drive. The virtual drive cannot be shared between servers. If the host policy is shared
access, then the virtual drive can be shared between servers.

Input example:

storcli /c0/v0 set HostAccess=ExclusiveAccess

storcli/cx/vx set wrcache=<wt|wb|awb>
This command sets the write cache policy on a virtual drive to write back, write through, or always write back.
Input example:

storcli /c0/v0 set wrcache=wt

Virtual Drive Initialization Commands

The Storage Command Line Tool supports the following commands to initialize virtual drives:

storcli /cx/vx show init
storcli /cx/vx start init [full] [Force]
storcli /cx/vx stop init

NOTE If the virtual drive has user data, you must use the force option to
initialize the virtual drive.

A virtual drive with a valid MBR and partition table is considered to
contain user data.

The detailed description for each command follows.

storcli /cx/vx show init

This command shows the initialization progress of a virtual drive in percentage.
The estimated time (in minutes) left to complete the operation is also shown.
Input example:

storcli /c0/v2 show init
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storcli /cx/vx start init [full]

This command starts the initialization of a virtual drive. The default initialization type is fast initialization. If the
fulloption is specified, full initialization of the virtual drive starts.

Input example:
storcli /cx/vx start init [full]

storcli /cx/vx stop init

This command stops the initialization of a virtual drive. A stopped initialization cannot be resumed.
Input example:

storcli /c0/v0 stop init

Virtual Drive Erase Commands

The Storage Command Line Tool supports the following commands to erase virtual drives:

storcli /cx/vx erase
storcli /cx/vx show erase

The detailed description for each command follows.

storcli /cx/vx erase

This command erases the data on the virtual drive.

Input example:

storcli /c0/v0 erase

storcli /cx/vx show erase

This command shows the status of the erase operation on the virtual drive.
Input example:

storcli /c0/v0 show erase
